Artificial intelligence (AI) systems are creative, unpredictable, independent, autonomous, rational, evolving, capable of data collection, communicative, efficient, accurate, and have free choice among alternatives. Similar to humans, AI systems can autonomously create and generate creative works. The use of AI systems in the production of works, either for personal or
manufacturing purposes, has become common in the 3A era of automated, autonomous, and advanced technology. Despite this progress, there is a deep and common concern in modern society that AI technology will become uncontrollable. There is therefore a call for social and legal tools for controlling AI systems’ functions and outcomes.

This Article addresses the questions of the copyrightability of artworks generated by AI systems: ownership and accountability. The Article debates who should enjoy the benefits of copyright protection and who should be responsible for the infringement of rights and damages caused by AI systems that independently produce creative works. Subsequently, this Article presents the AI Multi-Player paradigm, arguing against the imposition of these rights and responsibilities on the AI systems themselves or on the different stakeholders, mainly the programmers who develop such systems.

Most importantly, this Article proposes the adoption of a new model of accountability for works generated by AI systems: the AI Work Made for Hire (WMFH) model, which views the AI system as a creative employee or independent contractor of the user. Under this proposed model, ownership, control, and responsibility would be imposed on the humans or legal entities that use AI systems and enjoy its benefits. This model accurately reflects the human-like features of AI systems; it is justified by the theories behind copyright protection; and it serves as a practical solution to assuage the fears behind AI systems. In addition, this model unveils the powers behind the operation of AI systems; hence, it efficiently imposes accountability on clearly identifiable persons or legal entities. Since AI systems are copyrightable algorithms, this Article reflects on the accountability for AI systems in other legal regimes, such as tort or criminal law and in various industries using these systems.
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INTRODUCTION

The artist appraises the work, silently judging each stroke of dark ink on the canvas. Determining that the composition is not shaded quite right, the artist decides to switch to an even blacker hue.
Retrieving the brush from the palette, the artist begins to work again, methodically filling the canvas with terse, precise brushstrokes. This is a familiar scene, one that has been playing out in artists’ workshops from the medieval classic painters to modern creative artists. This artist, however, is different. It is a robot. Named e-David by its creators at the University of Konstanz in Germany, this robotic artist uses a complex visual optimization algorithm to create paintings. E-David represents merely one step in the ongoing development of the complex, advanced, automated, autonomous, unpredictable, and evolving artificial intelligence (AI) systems that already create original intellectual property works.

These AI systems are quite different from simple laser printers, which can only reproduce or copy existing works, in a predictable, structural method. E-David, on the other hand, unlike the traditional systems, can produce new drawings in a non-anticipated and creative way. E-David does not copy other works, but instead autonomously takes pictures with its camera and draws original paintings from these photographs. Some of these artworks might be entitled to

1. See Oliver Deussen et al., Feedback-Guide Stroke Placement for a Painting Machine, in PROC. EIGHTH ANN. SYMP. ON COMPUTATIONAL AESTHETICS IN GRAPHICS, VISUALIZATION & IMAGING 25, 25, 27 (2012) (describing the e-David painting machine, designed to simulate human painting processes, and the methods used by the developers in the Department of Computer and Information Science at the University of Konstanz, Germany). E-David has an arm, five brushes, a camera, a system of optimization via visual feedback, and a system of optimization strategy. See id.; see also Jason Falconer, e-David the Robot Painter Excels in Numerous Styles, NEW ATLAS (July 17, 2013), http://newatlas.com/edavid-robot-artist-painter/28310/ [http://perma.cc/R6DR-44EM] (arguing that “[t]he line between art and technology isn’t just being blurred, it’s being erased altogether”).

2. Falconer, supra note 1 (describing the artworks of e-David as composed of sketches from existing pictures as well as new ones taken with a camera). Relying on existing works might be considered an infringement of the copyright of the original works either directly or as creating derivative works. However, more sophisticated AI systems can create new artworks without copying or infringing copyrights of others. These systems are the focus of this Article. See, e.g., Harold Cohen, Driving the Creative Machine, ORCAS CTR., CROSSROADS LECTURE SERIES, 1, 3, 5, 7 (Sept. 2010), www.aaronshome.com/aaron/aaron/publications/orcastalk2s.pdf [https://perma.cc/5ATB-ALJP] (describing the AARON machine, which is another machine that creates abstract artworks); see also Harold Cohen, Fingerpainting for the 21st Century, AARON'S HOME (Feb. 8, 2016), aaronshome.com/aaron/aaron/publications/8Feb2016fingerpainting-for-the-21st-Century-with-Figures.pdf [https://perma.cc/A2J4-PVSK] (explaining the techniques and the process of developing the system).

3. See Falconer, supra note 1.
copyright protection had humans created them. By using different techniques and an optimization system, e-David makes autonomous and unpredictable decisions about the image it is creating, the shapes and colors, the best way to combine light and shadow, and more. Even though e-David functions through software created by its programmers, a camera embedded in its complex system allows it to independently take new pictures and generate new creative input as “its own.”

In this Article, I argue that under the “3A era” of automated, autonomous, and advanced technology, sophisticated AI systems and robots turn into talented authors. Indeed, these AI systems already function in the 3A era, generate products and services, make decisions, act, and independently create artworks.

In 2016, nearly 400 years after the death of Rembrandt Harmenszoon van Rijn, the famous Dutch painter, a new Rembrandt, or rather The Next Rembrandt, was unveiled to the world. The goal of the project was to digitize the painting method of Rembrandt, the human painter. Once the program “learned” the style of the painter, it would create a new, creative, independent, and original work of art of the genuine Rembrandt. To ensure its success, the project brought together experts from a variety of fields—engineering, history, art—

4. Id. (describing how the software chooses what paint color and brush strokes are needed and how it can make up for inaccuracies in brush strokes and unpredictable paint mixing that occurs on the canvas).
5. Steve Schlackman, The Next Rembrandt: Who Holds the Copyright in Computer Generated Art, ART L.J. (Apr. 22, 2016), http://artlawjournal.com/the-next-rembrandt-who-holds-the-copyright-in-computer-generated-art [https://perma.cc/2C2R-EB5N] (discussing how the first “goal of the project was to discover if an algorithm could . . . produce a physical work of art that would mimic the look of a genuine Rembrandt painting”).
6. Id.
7. Id.; see also The Next Rembrandt, YouTube (Apr. 5, 2016), https://www.youtube.com/watch?v=luygOYZ1Ngo&t=3s [https://perma.cc/L4PR-NZNC].

To accomplish this lofty task, the team began with an in-depth study of the proportions and features of the faces in Rembrandt’s works. To master his style, the project team “designed a software system that could understand Rembrandt based on his use of geometry, composition, and painting materials. A facial recognition algorithm identified and classified the most typical geometric patterns used by Rembrandt to paint human features. It then used the learned principles to replicate the style and generate new facial features for our painting.” Schlackman, supra note 5.
and transferred their knowledge into software capable of creating entirely new works of art.8

Once a work such as the new Rembrandt painting is created by an AI system, however, policy makers must re-consider the relevancy of the current laws. Can our legal system cope with questions of ownership and responsibility in the 3A era that have never been seen before?9 This discussion has deep roots in the copyright regime because AI systems are, ultimately, software algorithms that are regulated under the existing copyright law regime.10 I argue that one of the main challenges in the near future, the accountability of AI systems, may be solved through the use of copyright lens.11

AI systems and machine learning have already become part of our everyday life. One can already identify AI systems in unexpected regimes, such as: AI doctors,12 AI therapists,13 independent driverless

---


9. HANOCH DAGAN, PROPERTY: VALUES AND INSTITUTIONS 3-35 (2011) (describing how the ownership of property rights means not only excluding others but also having accountability toward others regarding the right over the property and the use of the property); see also HANOCH DAGAN, RECONSTRUCTING AMERICAN LEGAL REALISM & RETHINKING PRIVATE LAW THEORY 104-28, 161-92 (2013) (disagreeing with the prevailing approach of private law in general and interprets the private law as reflecting horizontal relationships among citizens); Hanoch Dagan, The Challenges of Private Law: A Research Agenda for an Autonomy-Based Private Law, in PRIVATE LAW IN THE 21ST CENTURY 67-87 (Kit Barker, Karen Fairweather & Ross Grantham eds., 2017) (advocating for private law as necessary to govern interpersonal relationships).


11. See, e.g., Rebecca Crootof, War Torts: Accountability for Autonomous Weapons, 164 U. PA. L. REV. 1347, 1366, 1375-86 (2016) (arguing that because autonomous weapons can independently and unpredictably select and engage targets—causing mass killings and damage—and because there is no individual to blame for reckless behavior, a new legal regime of tort laws should arise in the absence of other existing international tools); see also GABRIEL HALLEVY, WHEN ROBOTS KILL: ARTIFICIAL INTELLIGENCE UNDER CRIMINAL LAW 1-4 (2013) (discussing the accountability of robots for criminal offenses).

12. Jolene Creighton, AI Saves Woman’s Life by Identifying Her Disease When Other Methods (Human) Failed, FUTURISM (Aug. 5, 2016), http://futurism.com/ai-saves-woman’s-life-by-identifying-her-disease-when-other-methods-humans-failed [https://perma.cc/8SWR-U9TD] (“If you needed proof that the age of artificial intelligence is officially upon us, well, look no farther. Reports assert [] that IBM’s artificial intelligence (AI) system, Watson, just saved the life of a Japanese woman by correctly identifying her disease. This is notable because, for
cars,14 AI lawyers,15 automated Alternative Dispute Resolution,16 and automated contracts.17 AI systems have also significantly influenced many other fields, such as investments,18 automated weapons,19

some time, her illness went undetected using conventional methods, and doctors were stumped.


14. See David Szondy, University of Oxford Develops Low-Cost Self Driving Car System, NEW ATLAS (Feb. 18, 2013), http://newatlas.com/oxford-robot-car/26282 [https://perma.cc/BU7S-6RGY]; see also Alexandru Budisteanu, Using Artificial Intelligence to Create a Low Cost Self-driving Car, BUDISTEANU, http://budisteaunet/Download/ISEF%202014%20Autonomous%20car%20Artificial%20Intelligence%20Machine%20Learning%20%20%20%20%20%20%20%20.pdf [https://perma.cc/Y46J-KSSA] (last visited Jan. 15, 2018) (discussing how a car that should be able to drive automatically and autonomously in an urban area is achievable). In 2004 road traffic caused 2.5 million deaths worldwide and 50 million injuries—87% of crashes were due solely to driver factors. Id. Most of the project’s components of self-driving cars have been done; the system is able to recognize the traffic signs and register them in a common database using Google maps, GPS, and more. Id.


17. Lauren Henry Scholz, Algorithmic Contracts, 20 STAN. TECH L. REV. 128, 133 (2017) (arguing that “[t]he existence of algorithms that must be understood as servants rather than mere tools justifies the creation and analysis of a distinct category called ‘algorithmic contracts,’” and that “[m]achine learning enables sophisticated algorithms to be more similar in function to a human employee with a task to achieve than a tool”).


espionage, and even social policymaking. It is hard to imagine an area of study that has not been influenced by AI systems.

The AI industry has rapidly and consistently become an inevitable part of our present, and it is expected to further develop as the industry is estimated to grow to $70 billion by 2020. Although these systems are set to add substantial value to our world and bring about positive change, there are several drawbacks to these advanced

filled with AI and robots [and] it’ll be a world where whoever builds the best artificial intelligent will emerge the victor”); Caitlin Brock, Where We’re Going, We Don’t Need Drivers: The Legal Issues and Liability Implications of Automated Vehicle Technology, 83 UMKC L. REV. 769, 770-73, 787-88 (2015) (arguing that the future of no driver reality is coming and the time to prepare is now); Ray Kurzweil, The Virtual Thomas Edison, TIME (Dec. 4, 2000), http://content.time.com/time/magazine/article/0,9171,90538-2,00.html [https://perma.cc/NK3R-29E8] (discussing issues raised by automated machines and the future of robots).


This paper reports a study of the uses and impacts of automated systems for policy analysis in 42 municipal governments. Automated analyses are commonly used in municipal governments . . . and are used to support policy suggestions which are often implemented. Automated systems in these settings serve in both educational and political roles.

See id. But see Jack M. Balkin, The Three Laws of Robotics in the Age of Big Data, 78 OHIO ST. L.J. (forthcoming 2017) (manuscript at 18-27) (arguing that a characteristic feature of the Algorithmic Society is that new technologies permit both public and private organizations to govern large populations. Behind robots, artificial intelligence agents, and algorithms are governed by human beings that exercise power over other human beings mediated through new technologies; therefore it is important to keep three rules: good faith; private owners’ fiduciary to the public; and transparency).

22. See Tech CEOs Declare This the Era of Artificial Intelligence, FORTUNE (June 3, 2016), http://fortune.com/2016/06/03/tech-ceos-artificial-intelligence [https://perma.cc/K5KK-69C4] (discussing how “[t]ech companies are diving into AI analytics research, an industry that will grow to $70 billion by 2020 from just $8.2 billion in 2013” and that “[a]rtificial intelligence and machine learning will create computers so sophisticated and godlike that humans will need to implant ‘neural laces’ in their brains to keep up”).
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systems. Some of these drawbacks include, among other hazards, damage, suffering, and, most significantly, the loss of control. The main legal challenge remains: Who owns the products generated by AI systems and who is responsible for the possibly negative outcomes stemming from them?

Although diverse solutions have been proposed for dealing with the important issue of accountability for the works generated by autonomous AI systems, no one has yet seriously considered the solutions hidden within the paradigms embedded in the law of copyright. This Article proposes a new solution for dealing with the primary struggle regarding accountability of AI systems based on the copyright regime. The Article will address the fundamental intersection of AI systems and intellectual property laws. The Article proposes a solution taken from the copyright domain, one that might further influence the discussion of accountability for other products, such as autonomous cars and weapons, the drug industry, communication, and more. This relationship and the proposed solution (the new Model) have not been extensively discussed in the current literature. In an attempt to fill this gap in the literature, this Article will focus solely on the copyright regime.

Are creative systems such as e-David and The Next Rembrandt a unique phenomenon within the copyright arena? Not at all. Interestingly, the AI industry has not skipped the creative and innovative production of intellectual property and especially copyrightable works. Paintings generated by AI systems are displayed in exhibitions worldwide. A scene in *Ex-Machina*, an independent thriller illustrating the power of AI, raises important questions of copyright law. In the movie, Ava, a humanoid robot, gives Caleb a drawing she has created for him as a gift to gain his love and his trust. Ava’s creative work was not a reproduction; it was an original piece of art that meets all the criteria for copyright protection, with the exception that it was created by an AI system.

---

23. See for example the exhibition of Trevor Paglen, *A Study of Invisible Images* (Sept. 8–Oct. 21, 2017 at Metro Picture, Gallery, NYC, USA), http://www.metropictures.com/exhibitions/trevor-paglen4/ [https://perma.cc/3NCW-B96F] (showing the spectacular exhibition of paintings made by one AI system—the Generator/the painter—with the sophisticated feedback of another AI system—the Discriminator/the trainer—after exchanging millions of examples between these two AI systems. This technique named Generative Adversarial Networks (GANs) uses AI algorithms by implementing two neural networks used in unsupervised machine learning contesting each other).


25. *Id.*
However, copyright works created by AI systems are no longer just the stuff of science fiction movies. Automated machines, or AI-like systems, are already producing original works in almost every copyrightable medium, such as music, poetry, literature, news, and many others. Indeed, today it is almost impossible to imagine any kind of art developed without using at least some digital means. Eventually, automated systems will replace both creators and producers of numerous types of works, products, and services.

Following these latest developments, the legal challenge in the 3A era is to decide who owns the copyright once an automated, autonomous, and advanced machine, or any form of AI system, generates original and creative works independently of the humans who created the AI system itself. Subsequently, it is unclear who is entitled to the licensing rights to the product, who is entitled to the


27. William T. Ralston, *Copyright in Computer-Composed Music: HAL Meets Handel*, 52 J. COPYRIGHT SOC’Y U.S.A. 281, 306 (2005) (“The question of whether machine-generated expression is a proper subject for copyright has been, and probably will continue to be, a subject of continued debate.”).


32. See Shlomit Yanisky-Ravid & Luis Antonio Velez-Hernandez, *Copyrightability of Artworks Produced by Creative Robots, Driven by Artificial Intelligence Systems and the Originality Requirement: The Formality-Objective Model*, 19 MINN. J.L. SCI. & TECH. 1, 7-8 (arguing that robots that create unique artworks challenge the concept of originality within copyright law and recommending the adoption of a more formal and objective approach).
royalties, and who bears responsibility for copyright infringement and protecting rights from infringements by others (humans or otherwise). Another challenge entails figuring out who is entitled to the moral right, if anyone should be at all. Should this one role-player take it all or are many different stakeholders targeted?

Take, for example, The Next Rembrandt project. Approximately 350 paintings were analyzed and over 150 gigabytes of digitally rendered graphics were collected to provide the proper instruction set to produce the textures and layers necessary for The Next Rembrandt to have the painterly presence of an original work by the old master. Given the hard work involved, the number of people required, and the large monetary investment, one must wonder who bears the responsibility and accountability for these new works generated by the AI system? Assuming the owner of the works (which differs from the owner of the AI system) is the most efficient entity to impose accountability on, who should be considered the owner? And which legal rights could he or she assert?

This development re-imagines the whole concept of art and artists, and as such, it has resulted in the need to re-create the legal regime that governs art, especially artworks produced by AI systems. Intellectual property in general, and more specifically copyright laws, have become one of the most interesting, challenging, and contrasting fields demonstrating the unique features

33. See id. at 6.
36. Schlackman, supra note 5. See Amanda Levendowski, How Copyright Law Creates Biased Artificial Intelligence 3 (Mar. 16, 2017) (unpublished manuscript) (on file with author) (arguing AI is biased because AI needs vast amounts of good data, which is protected by copyright laws that only wealthy entities can afford).
37. See sources cited supra note 9.
39. For more examples, see Yanisky-Ravid & Velez-Hernandez, supra note 32, at 13-14.
of advanced technology systems. AI systems can be characterized as creative, unpredictable, independent and autonomous, rational, evolving, capable of data collection and communication, efficient and accurate, and capable of exercising free choice among alternatives.\textsuperscript{40} AI systems are also confronting the traditional concept of looking for the human author behind the creation because the AI systems themselves may “replace” humans.\textsuperscript{41}

Traditionally, intellectual property laws, and in particular copyright laws, have been based on human creators, who creatively, originally, and independently create works.\textsuperscript{42} But with the advent of AI systems, there is now the possibility that no human is behind the creative process. Instead, AI systems, as automated, autonomous, and advanced machines, create and produce works independently, unexpectedly, and creatively, with self-determination and an independent choice of what to create and how to create it. Even the wrong outcome, such as infringements of the rights of others or counterfeits, may be achieved independently, with no human to blame.\textsuperscript{43} This raises the pressing issue of whether the human or the AI system should be entitled to ownership rights. This tension between art, creation, and AI systems is no longer a future concern or the topic of a science fiction movie, which is why it merits discussion.

This Article argues that the traditional laws of copyright are inadequate to cope with the new technology involved in creating artworks. I further argue that products and services independently generated by machines challenge the justifications under IP and copyright laws, which rely on humans to create the works. Copyright laws are simply ill-equipped to accommodate this tech revolution and are therefore unlikely to survive in their current form. In order to address the change in the way art is being created, we must either rethink these laws, give them new meaning, or be ready to replace them.

This Article proposes a few alternative scenarios of the new 3A era in which AI systems are capable of generating independent works. After discussing the drawbacks of these scenarios, I propose adopting a new model based on a broader version of the Work Made

\begin{thebibliography}{99}
  \bibitem{40} \textit{Id.} at 7 (describing the features of AI systems).
  \bibitem{41} \textit{Id.} at 7-8.
  \bibitem{42} \textit{Craig Joyce et al., Copyright Law} 3 (10th ed. 2016).
  \bibitem{43} See Crotof, \textit{supra} note 11, at 1349, 1376-81 (stating the same argument in regards to autonomous weapons).
\end{thebibliography}
for Hire (WMFH) doctrine.\textsuperscript{44} I propose that AI systems should be seen as the creative employee or self-contractor creators working for or with the user—the firm, human, or other legal entity operating the AI system. On the one hand, this proposal reflects and maintains the human features of the AI system, such as independence, creativity, and intelligence. On the other hand, this proposal ensures that the employer or the user maintain the appropriate rights and duties, which include accountability for the outcomes of the AI system. This may be the best solution to the current problem of a lack of accountability for independent AI systems. Seeing the AI system through the copyright lens will provide new opportunities for imposing ownership and accountability on the known legal entities. Implementing a modified WMFH model may structure a feasible solution in the near future and impose responsibilities on the users who have affinities to the AI systems.

Part I of this Article will provide background on AI systems by discussing the different types of systems and their development over recent years. This Part will describe the features that make AI systems intelligent and creative and thus substitutes for human authors. Part II will address the question of who owns, and who takes the responsibility for, works created by AI systems. This Part presents two options. The first option is to see one of the humans or entities involved in the development of an AI system as the one who bears ownership and accountability for the outcomes of that system. The second option is to see the AI systems themselves as the digital, creative, and autonomous authors and hence the owners and the responsible entities for the works they produce. Part III will consider the various theoretical justifications for intellectual property protection. It will examine whether or not these theories lend any support or justification for these options or, alternatively, for a new option. Part IV will discuss the proposed model of AI systems, the WMFH model, and its implications for AI systems. Part V will discuss how U.S. copyright law is unprepared for the recent developments and challenges of AI systems, focusing primarily on the human authorship principle and extending copyright protection to works generated by automated creative AI systems. After determining that existing law is somewhat irrelevant and outdated, I propose that the AI WMFH model can cure not only the inapplicability of current copyright law to new and advanced AI systems, but can also cure the desire to control these systems as well.

\textsuperscript{44.} See infra Part III.
as to impose accountability on a legal known entity, such as the user of AI systems. By implementing the proposed model—one that sees AI systems as independent contractors or employees of the users and amending the law to accommodate the AI WMFH model—we can control the users of these systems, thus preventing situations in which the public loses control over the unknown outcomes of the AI systems.

I. WHAT ARE ARTIFICIAL INTELLIGENCE SYSTEMS? HISTORICAL AND TECHNICAL PERSPECTIVES

Before discussing the accountability of AI systems from a copyright perspective, one must address more basic questions: How does an AI system work? What does it mean that the system can autonomously create works? I argue that in order to address questions of accountability for AI systems, one must understand what lies beneath the mysterious concept of AI systems. This Part will clarify how automated AI systems function by focusing on one type of AI system that I have named the “pattern recognition” or “similarities identifier” AI system. This understanding is a fundamental step before further discussion takes place concerning the accountability of AI systems from a copyright perspective.

A. The Different Kinds of AI Systems: The Old vs. The New and Advanced

AI algorithms vary significantly.45 A diverse array of AI algorithms has been developed to cover a wide variety of data and problems.46 This diversity of learning architectures and algorithms

45. M.I. Jordan & T.M. Mitchell, Machine Learning: Trends, Perspectives, and Prospects, 349 Sci. Mag. 255, 255 (2015) (representing candidate programs, such as decision trees, mathematical functions, and general programming languages, and searching through these programs, such as optimization algorithms with well-understood convergence guarantees and evolutionary search methods that evaluate successive generations of randomly mutated programs).

reflects the diverse needs of applications capturing different kinds of mathematical structures and offering different levels of amenability to post-hoc visualization and explanation. It provides varying trade-offs between computational complexity, the amount of data, and performance.47

Defining AI systems is not an easy task. There are as many definitions as there are types of AI systems.48 John McCarthy, who coined the term “Artificial Intelligence,” did not provide an independent definition, while scholars Stuart Russell and Peter Norvig suggested almost ten different definitions.49 Definitions generally vary according to the targeted subject, emphasizing different aspects of AI systems.50 Based on its features, AI can be defined as a system capable of performing tasks that would normally require human intelligence, such as recognition, decision-making, creation, learning, evolving, and communicating.51 AI can also be

47. Jordan & Mitchell, supra note 45, at 257 (arguing that large-scale deep learning systems have had a major effect in recent years in computer vision and speech recognition).

48. Matthew U. Scherer, Regulating Artificial Intelligent Systems: Risks, Challenges, Competencies, and Strategies, 29 HARV. J.L. & TECH. 353, 360 (2016) (describing how, unfortunately, there does not yet appear to be any widely accepted definition of AI even among experts, whose definitions vary widely and focus on myriad of ways AI systems are interconnected with human function—the ability to learn, or consciousness and self-awareness—which are difficult to define).

49. STUART J. RUSSELL & PETER NORVIG, ARTIFICIAL INTELLIGENCE: A MODERN APPROACH 2-14, 1034 (3d ed. 2010) (describing definitions include thinking and acting humanly, as well as thinking and acting rationally; the definition is based on human features); see also Yanisky-Ravid & Liu, supra note 38, at 10-11 (listing different definitions of AI systems); What Is Artificial Intelligence?, JOHN McCARTHY’S HOME PAGE (Nov. 12, 2007), http://www-formal.stanford.edu/jmc/whatisai/node1.html [https://perma.cc/4MF3-KJAH].

50. RUSSELL & NORVIG, supra note 49, at 5-12 (discussing different approaches to AI, such as philosophy, psychology, cognitive math).

51. Id. at 14; see also MARCUS HUTTER, UNIVERSAL ARTIFICIAL INTELLIGENCE: SEQUENTIAL DECISIONS BASED ON ALGORITHMIC PROBABILITY 125-26, 231 (W. Brauer, G. Rozenberg & A. Salomaa eds., 2005) (arguing that AI system is a form of intelligence, as a result of features like creativity, problem solving, pattern recognition, classification, learning, induction, deduction, building analogies, optimization, surviving in an environment, language processing, and knowledge). Artificial Intelligence, OXFORD DICTIONARY, https://en.oxforddictionaries.com/definition/artificial_intelligence (last visited Jan. 15, 2018) (“The theory and development of computer systems able to perform tasks normally requiring human intelligence, such as visual perception, speech recognition, decision-making, and translation between languages.”).
described as an instrument that can make existing solutions more efficient by using all data that is reachable by the AI system. Various contexts, such as medical treatments or chess strategies, also lead to different definitions of AI systems.\(^{52}\)

Until recently, the “artificial intelligence” field was dominated by quasi-AI systems called “expert systems,” which mainly used a rules-based decision-making process.\(^ {53}\) Put more simply, these systems were not fully autonomous and, therefore, not truly “intelligent.” They lacked the ability to learn and produce unpredictable results because they mostly acted in ways predetermined by their human-created programming.\(^ {54}\) These systems could not evolve through learning. Consequently, they could not be truly creative because they could only “know” information that a human had placed in their “knowledge base.”\(^ {55}\) Policy makers, nevertheless, still see these systems as the model of advanced technology. In many machines that create artworks, even though the software has some discretion in how to create the final composition, the scope of that discretion is limited to the operation of programming created by the human inventors.\(^ {56}\) The significance of

52. See Yanisky-Ravid & Liu, supra note 38, at 9 (describing why AI systems are intelligent).


54. Arthur R. Miller, Copyright Protection for Computer Programs, Databases, and Computer-Generated Works: Is Anything New Since CONTU?, 106 HARV. L. REV. 977, 1038-39 (1993) (addressing the claim that it will eventually be impossible to assimilate computer-generated works into the copyright system because they may have no obvious human author, and concluding not only that the case law contains no persuasive objection to extending copyright protection to these works, but also that such an extension would fulfill the constitutional imperative of promoting progress in these areas).

55. Id. (concluding that, despite arguments that incorporating new technologies into the current copyright system will lead to overprotection, the current regime is flexible enough to address concerns).

this from the copyright perspective is that human input is still necessary, not only for a work to be produced, but for it to have any sort of creative content. An expert system has become a tool for human creativity.57

Even though this type of quasi-AI system still exists, it does not represent the new standard of today, which is the focus of this study. AI technology has advanced rapidly. After working for decades on creating a new type of AI system, computer researchers have recently succeeded in creating a system that can ultimately have serious ramifications for copyright law.58 The current AI systems, functioning intelligently and using learning components autonomously, complicate the discussion. These systems are called “neural networks” because they mimic the function of human brains by absorbing and distributing their information processing capacity to groups of receptors that function like neurons; they find and create connections and similarities within the data they process.59 Any one of these units, called “perceptrons,” can “know” whether and how much to react given a particular input; taken together, the system of these responses governs the action of the whole machine.60 The difference between a neural network and an expert system is that the former model allows the system to “learn” through trial and error.61 Given a goal, the system can try random outputs until it successfully performs the desired action and then repeat that response the next time it gets the same or a similar input.62 Consequently, a neural network could, like a human, “learn” how to paint, write, or compose and generate a work whose creative content is not the result of any human intervention. At first glance, the human inventor or programmer of such a machine seems to have no more claim to a copyright in such a work than an artist’s mother has to her child’s work, or than a camera manufacturer has to the photos taken by photographers, or than a piano manufacturer has to the melody being created by the musicians while using the instrument. After all,

57. Miller, supra note 54, at 980. “A congressional committee has held ‘oversight’ hearings on the subject but has taken no action.” Id. at 980 n.7 (citing Computers and Intellectual Property: Hearings Before the Subcomm. on Courts, Intellectual Prop., and the Admin. of Justice of the House Comm. on the Judiciary, 101st Cong., 1st & 2d Sess. 1 (1989 & 1990)).
59. Id. (discussing how the developments of neural networks, which allows a system to “learn” information while training, has recently rapidly expanded).
60. Id. at 511.
61. Id.
62. Id. at 509.
neither the inventor and programmer nor the mother nor the manufacturer contributed anything to the creative process except the artist him-, her-, or itself.

Following Scherer’s evasive definition of an intelligent system—“machines that are capable of performing tasks that, if performed by a human, would be said to require intelligence”—one may still ask, what makes the system so intelligent? In other words, how does the system really work?

B. How Do Artificial Intelligence Systems Actually Work?

The process of recognition involves the classification or identification of objects, persons, events, or situations. Research about the human brain promoted the development of one group of algorithms, AI (sometimes named by its learning capability—Machine Learning (ML)), capable of identifying objects or automatically classifying them in a similar way to what we believe and know about human perception and pattern recognition. One way the AI system functions, among many others, is by following the process of human perception in a few stages. First, the algorithm is presented with multiple examples and their correct classification (pictures of dogs, faces, signals from the body, or any other data that can be subject to patterns of similarities). Second, the algorithm breaks the data down into “tiny” electronic signals, undetectable by humans, and tries to identify hidden insights, similarities, patterns, and connections—without being explicitly programmed on where to look (“training”). Thus, the patterns and

63. Scherer, supra note 48, at 362-64 (arguing for a reform in tort law regulation to cover AI systems liability).
64. See Mauricio Orozco-Alzate & Germán Castellanos-Domínguez, Nearest Feature Rules and Dissimilarity Representations for Face Recognition Problems, in FACE RECOGNITION 337, 337-56 (Kresimir Delac & Mislav Grgic eds., 2007); see also Mauricio Orozco-Alzate & César Germán Castellanos-Domínguez, Comparison of the Nearest Feature Classifiers for Face Recognition, 17 MACHINE VISION & APPLICATIONS 279, 279 (2006) [hereinafter Orozco-Alzate & Castellanos-Domínguez, Comparison of the Nearest Feature Classifiers].
65. See generally Orozco-Alzate & Castellanos-Domínguez, Comparison of the Nearest Feature Classifiers, supra note 64.
similarities that the algorithm finds (or creates) may not be clear or completely understood by the programmers, trainers, or those who actively functionalize the system. In fact, “[m]any developers of AI systems now recognize that, for many applications, it can be far easier to train a system by showing it examples of desired input-output behavior than to program it manually by anticipating the desired response for all possible inputs.” Astonishingly, the trainer can be human or another AI system. Third, performance improves with experience and evolves with new data to which the system is exposed. In other words, the system is constantly evolving as a result of new data it has either autonomously found or been inputted with by data providers. For example, if we would like the AI system to create music, we would expose it to many songs or rhythms from different clusters of music, and the AI system would find interconnections unfamiliar even to the programmer. The AI system would keep evolving when exposed to new music in the future and would eventually be able to create new original music independently and without copying other works. A similar process would take place for writing new stories, painting, creating dances, programming design, programming software, detecting signals in roads, producing new drugs, and even designing AI systems.


68. See supra note 23 and accompanying text.


70. William Hochberg, When Robots Write Songs, THE ATLANTIC (Aug. 7, 2014), https://www.theatlantic.com/entertainment/archive/2014/08/computers-that-compose/374916 [https://perma.cc/SMQ6-LCDY]. EMI is a software program that, although not intelligent, has produced aesthetically convincing new music. Intelligence seeks survival by the exercise of power over a surrounding environment. In composition, intelligence equals decision making. Every composition results from the selection of a finite set of constraints to operate on selected materials; even the most intuitive decision remains itself a decision, and consequently, a product of constraints. See Patrício da Silva, David Cope and Experiments in Musical Intelligence, SPECTRUM PRESS 1-36 (2003), http://eclass.uoa.gr/modules/document/file/php/MUSIC124/%CE%94%CE%B9%CE%B1%CE%BB%CE%AD%CE%BE%CE%B5%CE%B9%CF%82/da-silva-david-cope-and-emi.pdf [https://perma.cc/Q8KG-FQRB].

71. See also Rana el Kaliouby, This App Knows How You Feel – From the Look on Your Face, TED (2015), https://www.ted.com/talks/ran
We have already been caught unprepared by the latest developments. Traditional intellectual property laws have become irrelevant for new AI systems. Other fields, such as tort and criminal law, may also be unable to solve the emerging issues. Furthermore, the developments are proceeding rapidly. We have to cope not just with existing automated AI systems that create independent, creative, and original artworks, but we also have to be ready for the next generation of AI that will be capable of unsupervised learning, a paradigm in machine-learning research that uses random methods in unexpected and dangerous ways.72

C. What Makes Artificial Intelligence Systems Creative?

Over the past two decades, AI has grown from a laboratory curiosity to a practical technology. It has emerged as an important tool in developing practical software for computer vision; speech recognition; natural language processing; and creating artworks, inventions, and other applications.73 To understand the challenges posed by AI-created artworks, it is important to understand how automated AI systems produce new and creative works, which would have been copyrightable had humans created them.74

I identify ten features of AI systems’ algorithms that are important to the discussion of accountability of AI systems based on the copyright discourse.75 AI systems can be embedded with all or some of these features, all of which are interrelated and partially overlapping. By using these ten features, AI systems are designed to independently create works of useful art.76

---

72. Hastie, Tibshirani & Friedman, supra note 46, at 18-22 (stressing a principled model-based approach, often using the language of graphical models to specify models in a concise and intuitive way).
73. Yanisky-Ravid & Liu, supra note 38, at 2.
74. Id.
75. See Hallevy, supra note 11, at 175 (discussing five different attributes that one would expect an intelligent entity to have—communication, internal knowledge, external knowledge, goal-driven behavior, creativity); see also Yanisky-Ravid & Velez-Hernandez, supra note 32, at 2 (proposing the adoption of the objective approach to copyright, which enables copyrightability of works produced by creative robots).
(1) Creativity. AI systems are capable of more than just copying other works from accessible sources. They operate as creative devices capable of creating entirely new and original works.\(^{77}\) This feature is crucial in the intellectual property realm and in particular when discussing copyrightable artworks.

(2) Autonomous and independent.\(^{78}\) A device is independent or autonomous if it can accomplish a high-level task on its own, without external intervention.\(^{79}\) Such systems may work independently, with minimum human intervention.\(^{80}\) In this way, the AI systems are able to replace authors and other creators, to autonomously produce new artworks.\(^{81}\)

(3) Unpredictable and new results. AI systems are based on algorithms capable of incorporating random input, resulting in unpredictable routes to the optimal solution, and hence creating unpredictable works (from the software programmers’ point of view).\(^{82}\) An AI system can draw a new painting, which, unlike copying an existing work, is new and unpredictable. After being exposed to colors, shapes, and techniques that are in the public

---

\(^{77}\) See Hutter, supra note 51, at 2 (mentioning creativity as one of the main features of AI); see also Scherer, supra note 48, at 364-65 (describing how AI systems detected breast cancer prognosis by checking cells of supportive tissues through a chess player creative move); Hallevy, supra note 11, at 176 (arguing that an AI system must be creative by finding alternative ways to solve problems).

\(^{78}\) Crootof, supra note 19, at 1854-63 (describing the difficulty of deciding on a definition for autonomous weapons and suggesting a definition based on the AI (weapon) system being able (1) to come to conclusions (2) derived from gathered information and (3) is capable of independently selecting actions (selecting and engaging targets)).


\(^{81}\) See generally Yanisky-Ravid & Velez-Hernandez, supra note 32.

domain, the system can “break” the data into digital components, recompose them, and create new and unexpected artworks.83

(4) Capable of data collection and communication with outside data. A significant feature of an AI system is that it can actively “search” for outside data. For example, e-David might autonomously take pictures of the outside word and draw them into new, original, and creative works. Communication is thus a necessary feature of an AI system.84

(5) Learning capability. Based on the data it has gathered, an AI system can continue to process data by receiving feedback and improving the results.85

(6) Evolving. As a result of the new input and the AI system’s capacity for continuous processing, the system might constantly find new patterns and similarities and hence change the outcomes. In this sense, the system is constantly evolving. This feature is at the core of AI and data science.86

(7) Rational-intelligent system. An intelligent system is one with a rational mechanism capable of perceiving data and deciding which activities or omissions would maximize its probabilities of success in achieving a certain goal.87

83. See Lawrence Hunter, *Molecular Biology for Computer Scientists*, in *Artificial Intelligence and Molecular Biology* 1, 12-15 (Lawrence Hunter ed., 1993) (describing how similarities enable the composition of cells by its parts as membranes, proteins and other parts by AI systems).

84. See generally id.; see also Deussen et al., supra note 1, at 1 (discussing how, as part of the Rembrandt project, the robot had a camera that kept on photographing); Matthew Field, *Facebook Shuts Down a Robots After They Invented Their Own Language*, THE TELEGRAPH (Aug. 1, 2017, 10:21 AM), http://www.telegraph.co.uk/technology/2017/08/01/facebook-shuts-robots-invent-language/ [https://perma.cc/8FRE-67VZ] (the chatbots were meant to learn how to negotiate by mimicking human trading and bartering; however, when the social network paired two of the programs, nicknamed Alice and Bob, to trade against each other, they started to develop their own bizarre form of communication that the researchers could not understand).

85. Russell & Norvig, supra note 49, at 928-69 (explaining the process of perception of AI systems, in which the systems are being connected to the raw world, including image formation, color, edge detection, texture, segmentation of images, objects recognition, reconstructing the 3D world, and motions).


87. Russell & Norvig, supra note 49, at 3-4, 27, 34-56, 973-85 (describing AI systems as being capable of taking “rational” actions based on environmental input); see also Hutter, supra note 51, at 2, 125-26, 231 (discussing how AI systems can solve problems by using features such as learning, induction,
(8) Efficiency. AI systems are capable of accurately, efficiently, and rapidly processing vast volumes of data—well beyond the ability of the human brain.88

(9) “Free choice.” AI systems are able to choose between alternatives in order to arrive at the best outcome.89 E-David, for example, chooses between lights, colors, and shapes while drawing.90

(10) Goal oriented. AI systems function according to goals such as creating, drawing, writing stories or news, or composing melodies or poems.91

AI systems that create artworks incorporate, to a certain level, all of these ten features. Once we understand these features, and that the AI systems create outcomes independently and autonomously, we realize that the rights available under copyright laws cannot be afforded only to human authors, and thus, the traditional copyright laws may be inapplicable.92 As technology advances, AI systems have become increasingly capable of mimicking part of the functions that we once considered intrinsic to the human mind’s creativity. AI deduction, building analogies and optimization, as well as using knowledge); DAVID L. POOLE & ALAN K. MACKWORTH, ARTIFICIAL INTELLIGENCE: FOUNDATION OF COMPUTATIONAL AGENTS 71, 283-334, 597-611 (2010) (describing AI systems as agents of cognitive skills such as: problem solving, searching for data, learning and evolving, rational planning, and more).

88. GEORGE F. LUGER, ARTIFICIAL INTELLIGENCE: STRUCTURES AND STRATEGIES FOR COMPLEX PROBLEM SOLVING 26 (6th ed. 2016) (arguing that AI can refer to all programming techniques trying to solve problems more efficiently than algorithmic solutions and can operate close to the intelligence of human behavior); Woodrow Hartzog et al., INEFFICIENTLY AUTOMATED LAW ENFORCEMENT, 2015 MICH. ST. L. REV. 1763, 1765-67, 1793-95 (arguing that automated machines are more efficient than human but this is a risky factor and that law enforcement of automated machine should preserve inefficiency for ethical reasons).

89. Scherer, supra note 48, at 361-62 (arguing that even when AI systems act rationally, they can still pose public risk—killing efficiently, for example).

90. See supra note 1 and accompanying text.

91. See supra note 66.

92. RUSSELL & NORVIG, supra note 49, at 4-7. The discourse about AI systems includes controversial arguments about the philosophy regarding AI systems. For example, can machines perceive and understand (i.e., can they pass the Chinese test)? Are human intelligence and machine intelligence the same (i.e., can they pass the Turing test)? What is intelligence? What does it mean that a machine think or act rationally; can a machine be self-aware? Can a machine be original or creative? Id. However, one must also be aware of the “Eliza Effect.” See ROBERT TRAPPL, PAOLO PETTA & SABINE PAYR, EMOTIONS IN HUMAN ARTIFACTS 353 (Robert Trapp, Paolo Petta & Sabine Payr eds., 2002) (describing the “Eliza Effect” as the tendency for people to treat machines or programs that are responsive as having more intelligence than they really do, as having human traits, and finding analogies between human behaviors and computer behaviors).
systems will be able to improve specific human skills, not only in terms of accuracy or capacity to process vast amounts of data, but also in terms of creativity, autonomy, novelty, and other features necessary for establishing copyrightable works. Moreover, autonomous AI systems will be able to develop new artworks without significant guidance or instructions from humans.93

Generally, the human or entity behind the process is at the forefront of legal discussions. This Article calls for a different solution, one from an alternate point of view—the intellectual property and copyright laws at stake in this area. The inquiry begins with considering whether AI systems may own the products they produce. While this Article agrees that understanding the human-like features of AI may lead to the conclusion that an artwork being generated by an AI system might belong to the AI system, unlike other scholars, this Article argues that the traditional copyright laws may be irrelevant and inapplicable to these situations and that either modifications or other legal tools should replace them.94 The next Part will begin by addressing the discourse of ownership and accountability for AI systems producing original works.

II. ACCOUNTABILITY FOR AUTONOMOUS AI SYSTEMS—THE COPYRIGHT PERSPECTIVE

AI systems are commonly used to generate works for personal or industrial goals. Who should benefit from the works being produced by the AI systems? Who should bear responsibility when something goes wrong? In other words, who is entitled to the rights? Who should be accountable when AI systems infringe on third parties’ rights or counterfeit existing works? Should it be the programmers, the trainers, the users, or, perhaps, the AI systems themselves?

93. See Ryan Abbott, I Think, Therefore I Invent: Creative Computers and the Future of Patent Law, 57 B.C. L. REV. 1079, 1080 (2016) (stating that AI systems and computers are already generating patentable inventions and arguing that AI should receive patent rights in its inventions); see also Lohr, supra note 76 (discussing how AI systems will be able to operate without significant guidance or instruction and to develop new products and processes).

94. See Abbott, supra note 93, at 1080-81 (stating that AI systems own the IP rights).
A. Accountability Matters

Advanced technologies, such as AI systems, are forcing us as a society to face new ethical and legal challenges and to rethink basic concepts such as ownership and accountability. Scholars have not yet deeply discussed the notion of copyright accountability for infringements involving AI systems, even though AI systems are themselves copyrightable.

According to scholars such as Hanoch Dagan, Michael Heller, and others, ownership of property rights (applicable also to intellectual property rights) is not merely a question of benefits arising from the right to exclude others from enjoying, using, or licensing the objects. It is also a question of accountability for using it with consideration for other humans’ and entities’ rights. Moreover, ownership may also entail rights of others to enjoy the property. This is also true when discussing AI systems. Adopting this accountability for property rights approach of Dagan and Heller into the discussion on intellectual property rights, in regard to works generated by AI systems, allows us to bind together the benefits and accountabilities of ownership.

The main risk we face today and in the near future is that of losing control over the operation of AI systems. Moreover, we risk losing control not only of one AI system, but also two or more AI systems acting in concert “behind our backs.” Therefore, I have decided to focus on accountability for works generated by AI systems as AI systems threaten all social and legal regimes.


96. See Schlackman, supra note 5.


99. Ariel Ezrachi & Maurice E. Stucke, Virtual Competition: The Promise and Perils of the Algorithm-Driven Economy 56-82, 85-144, 147-202 (2016) (describing how consumers reap many benefits from online shopping and how the sophisticated algorithms behind online retail are changing the nature of market competition, including in negative ways. The authors describe one danger as
Professor Jack Balkin describes several problems of AI systems. The first problem entails the distribution of rights and responsibilities among human beings when non-human agents create benefits, like artistic works, or cause harms, like physical injuries. The difficulty arises from the fact that the behavior of robotic and AI systems is “emergent,” meaning their actions may be unpredictable or unconstrained by human expectations. Robotics and AI thus feature emergent behaviors that escape human planning and expectations. Balkin further cautions that we should not consider all features of a technology to be essential without first considering how the technology is used in society. It would thus be unhelpful to codify certain features as “essential” because they may in reality be transient features arising from current uses and social trends.

B. AI Systems as Independent Legal Entities: The Personhood and Consciousness Approach vs. The Firm Approach

Many scholars have recently adopted the idea that autonomy, creativity, and spontaneous evolution of AI systems leads to the recognition of AI systems (and robot embedded systems) as independent legal entities entitled to legal and commercial rights and duties. In other words, scholars argue that the AI system is an

101. See id. at 46, 48-49.
102. See id. at 45-46.
103. Id. at 46 (arguing that robotics and AI raise the “substitution effect,” meaning people will substitute robots and AI agents for living things but only in certain ways and only for certain purposes. Balkin argues this substitution is likely to be incomplete, contextual, unstable, and often opportunistic).
104. See id. at 45.
105. Id. (contending that innovation in technology is not just about tools and techniques, but also economic, social and legal relations, which in turn affects how technologies may change).
106. Samir Chopra & Laurence F. White, A Legal Theory for Autonomous Artificial Agents 1-3 (2011) (arguing for the legal personhood of an artificial agent that will soon be independent, and discussing the artificial agent as
autonomous legal entity that may, and should, be responsible for the outcome of its own actions or omissions.\textsuperscript{107} This conclusion may be based on two alternative premises. First, the defining features of AI systems—intelligence, rationality, independence, and the like—are similar to those of humans; therefore, they should be treated as independent entities with legal rights and duties. Alternatively, AI systems are analogous to firms, which are separate, non-human legal entities capable of possessing legal rights, benefits, and responsibilities.

1. \textit{The Personhood and Consciousness Approach to AI Systems}

Can robots be human persons and hence entitled to legal rights (and duties)? Can Ava, one of the robots in the movie Ex Machina, be considered the owner of the copyright in her painting and have the duty to avoid infringing other humans’ or robots’ rights?\textsuperscript{108} Or can only humans be persons?

“Artificial intelligence already exhibits many human characteristics. Given our history of denying rights to certain humans, we should recognize that robots are [like] people and have human rights.”\textsuperscript{109} This statement by Harvard Law Professor Glenn capable of having “knowledge” and decision-making ability); Abbott, \textit{supra} note 93, at 1080 (arguing that artificial intelligence systems should be considered inventors for the purposes of patent law). \textit{See also} JOHN FRANK WEAVER, ROBOTS ARE PEOPLE TOO: HOW SIRI, GOOGLE CAR, AND ARTIFICIAL INTELLIGENCE WILL FORCE US TO CHANGE OUR LAWS 1, 3-4 (2014) (arguing that robots are independent entities).


109. Glenn Cohen, \textit{Should We Grant AI Moral and Legal Personhood?}, ARTIFICIAL BRAIN (Sept. 24, 2016), http://artificialbrain.xyz/should-we-grant-ai-moral-and-legal-personhood [https://perma.cc/ELL3-CQRK]; \textit{see also} Big Think, \textit{A.I. Ethics: Should We Grant Them Moral and Legal Personhood?}, YOUTUBE (Sept. 23, 2016), https://www.youtube.com/watch?v=gvcbOSAkF2M [https://perma.cc/6QAR-2W4N] (discussing the distinction between people and human beings, and suggesting granting more rights to AI systems so that we do not err and find ourselves on the wrong side of history even though, at the heart of the matter, the idea scares a lot of people).
Cohen reflects not only his claim that AI already does much of what human beings can do, but also the reality that the digital software of AI systems, which mimics human intelligence, is already far superior to our own. Ongoing developments in natural language and emotion detection suggest that AI will continue its encroachment on the domain of human abilities.

The personhood approach to AI systems sees the systems as capable of experiencing consciousness. The goal of the artificial consciousness approach is to explore the cognitive abilities in robots. Igor Aleksander suggested more than a dozen principles for artificial consciousness, including conscious and unconscious states, learning, memorizing, prediction, self-awareness, representation of meaning, language, will, instinct, and emotion. The aim of artificial consciousness is to define whether and how these and other aspects of consciousness can be synthesized in an engineered artifact such as a digital computer.

By virtue of modeling itself, AI systems have sensations and are able to make decisions freely. This can be regarded as having consciousness. The ability to produce consciousness—the ability to experience things, which is found in humans as well as in AI systems—means the ability to recognize, allocate, organize, and recall cognitive sources. Consciousness occurs when we have a symbol for things. We do not know what taste or smell means for any individual human, but we can recognize it by connecting it to an existing symbol. This may also be true for AI systems. This approach of computationalism sees the human brain, essentially, as a

110. See Cohen, supra note 109.
112. See generally Igor Aleksander, Machine Consciousness, in Blackwell Companion to Consciousness (Max Velmans & Susan Schneider eds., 2007).
113. Drew McDermott, Artificial Intelligence and Consciousness, in The Cambridge Handbook of Consciousness 117, 140-150 (Philip David Zelazo, Morris Moscovitch & Evan Thompson eds., 2007) (claiming that tests such as the Turing test and the Chinese box test are not necessarily relevant to the computational theory of consciousness. In Turing’s test a person tries to distinguish a computer from a person by carrying on typed conversations with the computer. If the person who judges the system thinks the computer is human about 50% of the time, then the computer passes the test and is considered less distinguishable from a human. The Chinese Box test concerns situations where a machine uses inputs to create reasonable and logical outcomes, but does not “understand” how or why those outcomes are the correct responses).
114. Id. at 118.
Once we establish the concept of an impersonal level of meaning in brains and computers, we can introduce the idea of a self-model, a device that a robot or a person could use to answer questions about how it interacts with the world. This idea was introduced by Minsky almost forty years ago, and has since been explored by others. Other scholars claim that “consciousness is a property of complex systems that have a particular ‘cause-effect’ repertoire.” They interact with the world in ways similar to the way the brain does. “If you were to build a computer that has the same circuitry as the brain, this computer would also have consciousness associated with it. . . . However, the same is not true for digital simulations.”

This approach sees the AI system as a person and thus as capable of bearing rights and duties. An alternative approach imposes rights and duties on AI systems from a different angle—that of the firm approach.

2. The Corporate Approach

The corporation as a legal entity can serve as a legal basis for imposing rights and duties on AI systems. Corporations are legal entities subject to a legal regime, including corporate, labor, and even criminal law. Therefore, the question relating to AI entities has become: Does the growing intelligence of AI entities subject them, as any other legal entity, to legal social control?

---

115. Id.
116. See generally id. at 117-150.
117. See MARVIN L. MINSKY, SEMANTIC INFORMATION PROCESSING 1 (Marvin Minksy ed., 1968) (discussing multiple experiments that explored intelligent machines nearly four decades ago); Aaron Sloman & Ron Chrisley, Virtual Machines and Consciousness, 10 J. CONSCIOUSNESS STUD. 1, 18 (2003).
119. Id.
121. See generally Bruce G. Buchanan & Thomas E. Headrick, Some Speculation About Artificial Intelligence and Legal Reasoning, 23 STAN. L. REV. 40 (1970); E. Donald Elliott, Holmes and Evolution: Legal Process as Artificial
There are several consequences to this approach. In Europe, for example, there is a strong movement arguing that robots should pay taxes.122 Scholars have also proposed that AI systems should be held liable for any criminal offenses committed by the systems.123

If assessed through the lens of copyright laws, this approach would result in AI systems’ ownership of the intellectual property products and processes they generate.124 Under this view, the AI system is the protagonist: when it acts autonomously, it is the true creator or producer of the products. In this case, the owner might be the AI system itself. Section 201(a) of the Copyright Act states that “[c]opyright in a work protected under this title vests initially in the author[.]”125 The U.S. Supreme Court has explained that, as a general rule, “the author is the party who actually creates the work.”126 Scholars have also endorsed this position, arguing that the AI system

---

122. Michaela Georgina Lexer & Luisa Scarcella, The Effects of Artificial Intelligence on Labor Markets – A Critical Analysis of Solution Models from a Tax Law and Social Security Law Perspective (working manuscript) (on file with the authors) (arguing that robots should pay taxes and describing the European practical approach supporting this idea); see also Chris Weller, Bill Gates Says Robots That Take Your Job Should Pay Taxes, BUS. INSIDER (Feb. 17, 2017, 9:57 AM), http://www.businessinsider.com/bill-gates-robots-pay-taxes-2017-2 [https://perma.cc/J3DJ-PKKN] (describing an interview with Bill Gates where he argued that robot tax could finance jobs taking care of elderly people or working with kids in schools, for which needs are unmet and to which humans are particularly well suited).

123. See generally HALLEVY, supra note 11 (developing a general and legally sophisticated theory of the criminal liability for AI and robotics).


125. See 17 U.S.C § 201(a) (2012) (ownership of copyright).

should be accountable for the outcome of its own actions or omissions.\textsuperscript{127}

Ownership, however, might be a result of a commercial contract and not of copyright laws.\textsuperscript{128} This view of AI systems ultimately considers the AI system to be the owner of its works. Scholars, however, have criticized this view on the grounds that it is an untenable proposition.\textsuperscript{129} Moreover, the length of protection is designed after the life of the creator.\textsuperscript{130} Moral rights, including the entitlement of the author to credit as well as the author’s control over changes and modifications to the work, remain unresolved when AI systems generate works.

C. Behind Every Robot There Is a Person: Looking for the Human(s) Behind the Machine

Arthur R. Miller said, “[B]ehind every robot there is a good person.”\textsuperscript{131} This phrase, which represents the traditional approach to AI in the U.S. and Europe, supports the default view of programmers as the creators entitled to ownership of the works created by the AI systems they have programmed.\textsuperscript{132} Under this view, ownership and

\begin{itemize}
  \item \textsuperscript{127} Abbott, \textit{supra} note 93, at 1080 (arguing that computers are already generating patentable subject matters qualifying as inventors and overtaking human inventors as primary source of new discoveries and inventions and therefore, AI should receive patent rights in their inventions).
  \item \textsuperscript{128} \textit{Id.} at 1115-17.
  \item \textsuperscript{129} See Annemarie Bridy, \textit{Coding Creativity: Copyright and the Artificially Intelligent Author}, 5 STAN. TECH. L. REV. 1, 26 (2012); Pamela Samuelson, \textit{Allocating Ownership Rights in Computer-Generated Works}, 47 U. PITT. L. REV. 1185, 1226-28 (1985) (arguing that rights should accrue to the user of the program as the best practical solution); Robert Yu, \textit{The Machine Author: What Level of Copyright Is Appropriate for Fully Independent Computer-Generated Works?}, 165 U. PA. L. REV. 1245, 1263-65 (the author suggests the contribution–rights paradox: from a social policy standpoint, entitling the rights to independent computer-generated works is wrong). \textit{But see} Fischer, \textit{supra} note 124 (arguing that the future of copyright may someday be in the hands of non-humans).
  \item \textsuperscript{131} Miller, \textit{supra} note 54, at 1045.
  \item \textsuperscript{132} See Robert C. Denicola, \textit{Ex Machina: Copyright Protection for Computer-Generated Works}, 69 RUTGERS U. L. REV. 251, 265, 271, 275 (2016) (stating that a computer user who initiates the creation of computer-generated expression should be recognized as the author and copyright owner of the resulting work); John Frank Weaver, \textit{How Artificial Intelligence Might Monetize Fan Fiction}, SLATE (Dec. 10, 2013, 11:33 AM), http://www.slate.com/blogs/future_tense/2013/
accountability for works generated by AI systems are given to the creators of the AI systems. 133 According to this view, the ownership of works generated by AI systems and, hence, the accountability for these works “belong” to the humans (and the entities working on their behalf) involved in the process of developing the AI systems. The human behind the program—usually the programmer—has become an important figure in other fields of law that involve harm and damages resulting from AI systems, such as criminal law or tort law. 134

This traditional approach is reflected in various European Union laws. For example, the British Copyright, Designs, and Patents Act of 1988 takes the approach that copyright protection is proper for persons responsible for a computer’s creation. 135 The Act states: “In this Part ‘author’, in relation to a work, means the person who creates it.” 136 Even the broader approach regarding computers generating artworks is looking for the person behind the creation process. Article 9(3) of the Act says: “(3) In the case of a literary, dramatic, musical or artistic work which is computer-generated, the author shall be taken to be the person by whom the arrangements necessary for the creation of the work are undertaken.” 137

The U.S. also holds this attitude, as reflected by the National Commission on New Technological Uses of Copyrighted Works (CONTU), which was created to advise Congress on whether then-emerging technologies necessitated a change in copyright laws. 138 CONTU concluded that computers were, at least at that time, merely tools for facilitating human creativity. 139 According to this approach,

12/10/ai_intellectual_property_rights_how_artificial_intelligence_might_monetize.html [https://perma.cc/Z2D4-YN7K]
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Generating Rembrandt

The computer, like [the] camera or [] typewriter, is an inert instrument, capable of functioning only when activated either directly or indirectly by a human . . . [and] affects the copyright status of a resultant work no more than the employment of a still or motion-picture camera, a tape recorder, or typewriter.140 Entities, such as employers and firms, are thus entitled to copyright ownership as the transferees of those programmers.141

This Article criticizes this traditional approach and calls on policymakers to revisit copyright laws in light of already-existing advanced technology and the latest developments in AI systems.142 I argue that, inevitably, current copyright law will not be able to cope with AI systems’ productivity and creativity.143 One reason is that too many stakeholders are involved in the process of creating the AI system itself, with no one acting as the main contributor.144 This point of view holds the contributors involved in the process as owners of the AI system, and thus the ones responsible for works generated by the AI system.145

1. Who Could the Owner Be?

The candidates for ownership of, and subsequent accountability for, AI works vary from one case to another.146 However, entitlement to these rights depends on each candidate’s direct or indirect contributions to the AI system.147 I claim that due to the multi-player model, most of the time, the candidates who are involved in the development and manufacture of the AI system do not meet the threshold of authorship.148 The programming and algorithms used by robots and AI systems may be the work of many hands and may employ generative technologies that allow innovation at multiple

140. Id. at 44-45.
142. See Fischer, supra note 124 (noting that non-human systems will created copyrightable works).
143. See id.
144. See Yanisky-Ravid & Liu, supra note 38, at 20 (suggesting that multiple stakeholders in inventions created by AI systems disrupts the traditional patent process because there is no single inventor).
145. See id. (discussing inventions being produced by AI systems).
146. See id. (discussing ownership in the context of responsibility for infringement).
147. See id. In the case of The Next Rembrandt, one entity included all the players.
148. See id. (describing the multi-player model in regard to AI systems generating inventions).
layers.149 These features of robotics and AI enhance unpredictability and complicate causal responsibility for what robots and AI systems do.150 In addition to the AI system software programmers, there are (too) many players and stakeholders that contribute to the process of creating, designing, developing and producing the AI systems themselves, but not the product autonomously produced by the AI systems. Among others are the data suppliers, trainers, feedback suppliers, holders of the AI system, system operators, employers or investors, the public, and the government. The large number of players significantly weakens each player’s individual contribution and thus the bond between the software programmers and the products produced by the AI systems. There are many options for who should own the works created by AI systems and, indeed, one role may overlap with another. The following discussion will focus on some of these players.

First, there are the programmers of the AI system. Second, there are the trainers or the data providers, who may be among the most important figures shaping the final functions of the AI systems. Third, there are the feedback providers, or individuals whose task is to provide the AI system with a signal that allows it to distinguish right from wrong and sometimes to select the best result from many random, meaningless results.151 Fourth, there is the AI system’s owner, whether that system is hardware or software. The owner might be the corporation, as the owner of the hardware (robot) or the software, or it might be the buyer of the AI systems (or robots). Fifth, there is the operator of the AI system, or the person who activates the system and enables its creation (although, it should be noted, some advanced AI systems can operate by themselves without a human operator).152 If one applies a practical approach, the operator could also be the manufacturer.153 Sixth, there is the buyer of the

149. See Balkin, supra note 100, at 53 (noting that AI has innovation at multiple layers).
150. See id. (discussing causal responsibility of AI based on multiple hands working on programming and algorithms).
151. See Abbott, supra note 93, at 1082 (arguing “a computer’s owner should be the default assignee of any invention, both because this is most consistent with the rules governing ownership of property, and because it would most incentivize innovation”); Weeks, supra note 30, at 93.
152. See Samuelson, supra note 129, at 1205 (discussing the role of the programmer and the programmer’s claims to ownership).
product. Seventh, the government or governmental entities could be entitled to ownership of products as a default or as a representative of the public. Eighth, the public could also be one of the candidates for ownership in cases of public domain policy. Furthermore, different paradigms of ownership can exist regarding the suggested owners of works created by AI systems. In regard to these options, ownership could be sole ownership by one player or co-ownership by multiple stakeholders.

I argue that none of the players are entitled to ownership of the works generated by AI systems nor are they accountable for these works. Because of the features of AI systems—creative, autonomous, unpredictable, and evolving—none of the players can directly claim ownership and accountability of the works generated by AI systems. Furthermore, there are too many players involved in the process, and none of the players are the main contributor to the creation of the work. For example, although data and feedback providers are crucial to the process, they cannot be considered as owners because they are not authors. Thus, only one figure—the programmer—remains as a candidate for ownership and accountability.

2. **Distinguishing Between the Rights over Artificial Intelligence Software; the Rights of Works Produced by Automated AI Systems; and the Rights of Programmers**

For traditional artworks, the creators (or, in some cases, their employers or main contractors) are entitled to copyright over the artworks they produce, subject to several conditions. As discussed above, developing the next generation of creative AI systems involves many participants, including software programmers and the
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companies for which they are working or those who commissioned
the algorithm that generated the work, trainers that provide the data,
and many other contributors. The work itself, however, might be
created digitally by an AI system embedded in a computer. I argue
that the programmers of the software may be entitled to the copyright
of the program, but may not necessarily have the rights for future
products created by the AI system. I support this claim both
conceptually and legally.

Conceptually, I argue that AI systems reflect a discipline
focused on three inter-related components that are similar to the
“human” traits of intelligence. First, unlike traditional software, the
similarities and interconnections that the AI systems identify or find,
process, remember, use, and implement may, in many cases, be
unknown to the programmer. Second, in contrast to fixed and framed
software, the AI system evolves and develops as a result of new
input and new results. Third, the AI system’s works are significantly
unpredictable because the system constantly and automatically
evolves through its experiences. In short, because of their
intelligence components, AI systems are not only more accurate, of
higher quality, and faster at processing details, but are also capable
of creating unpredictable, original, and creative artworks and other
products—all of which are unknown to their programmers.
Therefore, these works created by AI systems could have been
copyrightable under U.S. copyright laws.

Legally, the rights of an AI software program and the rights of
artworks can be distinguished from one another. Software is usually
protected not only by copyright laws, but also by the Constitution of
the United States, which grants exclusive rights to “Authors and
Inventors” in their respective “Writings and Discoveries.” However,
the discourse about software ownership is distinct from the
question of ownership of products (and services) produced by AI
systems. One question that remains is whether the works produced
by AI systems should or could be entitled to copyright protection.
Can AI-generated works be regarded as proper “works of
authorship” pursuant to § 102 of the Copyright Act by virtue of AI’s

---

158. See supra Part I (listing the AI participants).
159. See, e.g., Bridy, supra note 129, at 20 (explaining requirements for
copyrighting); see also supra note 66.
160. See, e.g., Bridy, supra note 129, at 20 (explaining requirements for
copyrighting).
162. See id.
sufficient nexus to human creativity? Should this protection (if it does exist) also be applied to inventions produced by AI systems? On the one hand, I do not challenge the programmers’ entitlement to copyright ownership in the software they develop, but on the other hand, I argue that the entitlement to the software does not automatically result in ownership over the products created by AI systems. I further conclude that the software programmers are not the owners of the works produced by AI systems, just as the owner of a brush or a camera does not hold the rights over the painting or the photo produced by those objects.

The distinction between programming the AI software itself and authoring the works the automated AI machine creates can be better understood by thinking about a piano and the author of the melodies created by using the piano. Imagine a melody that is created by Z playing a piano that was programed and designed by A, manufactured by B, and owned by C. Is the piano (or the ownership of the piano) as the musical instrument, serving as the platform for the creation, relevant to the question of ownership of the melody? I argue that neither the person who produced (or invented) the piano nor the factory that produced it are the owners of the melody created by a third entity (whether a human or an AI system).

Another relevant example would be the well-known selfie taken by a monkey with someone else’s camera. In this example, a monkey on the Indonesian island of Sulawesi took a photograph using a camera owned by David Slater, a nature photographer. But

164. See § 107 (under Copyright’s “fair use” doctrine, others can reproduce the copyrighted inventions for “criticism, comment, news reporting, teaching . . . scholarship, or research”); Thomas Caswell & Kimberly Van Amburg, Copyright Protection on the Internet, in E-COPYRIGHT LAW HANDBOOK 7-1, 7-8 (Laura Lee Stapleton ed., 2003) (arguing that all who independently create inventions might be entitled to patent rights in order to protect it); Donald S. Chisum, The Patentability of Algorithms, 47 U. PITT. L. REV. 959, 1015-16 (1986).
166. But see Pamela Samuelson, Benson Revisited: The Case Against Patent Protection for Algorithms and Other Computer Program-Related Inventions, 39 EMORY L.J. 1025, 1148 (1990) (arguing that the role of the software programmer is crucial).
168. See id.
Slater didn’t trip the shutter—the monkey did.169 The People for the Ethical Treatment of Animals (PETA) filed a lawsuit on behalf of the monkey, arguing that Naruto, the monkey, owns the copyright, which PETA offered to administer on the monkey’s behalf.170 Since the dispute began, “[t]he U.S. Copyright Office . . . has specifically listed a photograph taken by a monkey as an example of an item that cannot be copyrighted. Slater, meanwhile, has a British copyright for the photo, which he argues should be honored worldwide.”171 He has asked the U.S. court to dismiss PETA’s claim.172 “Imagining a monkey as the copyright ‘author’ in Title 17 of the United States Code is a farcical journey Dr. Seuss might have written,” according to Slater’s lawyer.173

I argue that the producer or the seller of the instrument that served as the platform for producing new works (i.e., the camera, piano, or paintbrush)—like the software programmers or the companies in charge of producing the platform—are unsuitable candidates for being the creators or stakeholders of the works generated by the platform.174 The owner of the work is the entity that generated the work. I argue that the rights to the AI systems’ algorithms, which can be owned by the human creator, are distinct from the rights to the artworks the systems produce.

The code itself will have copyright protection. One could make the claim that the output generated from the computer program is a derivative work product of the underlying copyrighted program, which may also provide copyright protection to whomever holds a copyright in the algorithm. Thus, the holder of the copyright for the algorithm would hold the copyright for the output too.175 However, in 1973, the Supreme Court interpreted the authorship requirement of the Copyright Act to include “any physical rendering of the fruits of
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173. Id.
creative intellectual or aesthetic labor.” The Court concluded that, in most cases, a computer requires a significant amount of input from a human user in order to generate artistic output.

I argue that when the computer produces most of the output independently and creatively, it is less likely that the output might be considered to be the original source of the work and not as derivative work. I do not oppose the programmer’s entitlement to ownership of the AI system itself. However, I do contest the human behind the machine’s point of view and the idea that this entitlement automatically results in the programmer owning the products and processes created by the AI system. I claim that my conclusion influences other cases beyond the intellectual property arena. This brings me to another scenario targeting the AI system itself as being responsible for its own works.

3. Other Possible Accountable Entities

In other legal regimes, scholars have suggested strict liability as a solution for addressing the damages caused by AI systems, without blaming either the AI system or its programmers. Strict liability is often employed when it would be too complicated to prove guilt, negligence, or a causal link between the defendant’s failure to exercise due care and the damages that occurred. I argue that, due to the autonomous, creative, and unpredictable nature of AI systems, using the traditional strict liability rule on individuals would be unjust and inefficient.

Another option is to target the government or governmental body as being accountable. In some fields, such as international...
law and autonomous weapons, the state is in the best position, at a practical level, to ensure compliance with the law (e.g., that autonomous weapons systems are designed and employed in compliance with international law). 183 States also have deep enough pockets to pay damages to the victims, in addition to being involved in developing, purchasing and using AI systems. 184 According to the proposed model, states as employers or users would bear responsibility for AI systems not because they are states per se, but rather for the reasons mentioned above, due to their status as users. 185 I argue that, at the national level, unlike the international level, responsibility could be forced. There may also be third party accountability. 186 In these solutions, accountability is not necessarily connected to ownership because the works generated by AI systems can be public domain, and copyrights laws may thus not be applicable at all. 187

I think that, under the copyright regime, these solutions do not efficiently serve the goal of imposing accountability on the player who should—along with enjoying the benefits of using AI systems—also take responsibility for such systems. I have discussed two alternative points of view. 188 First, the AI systems themselves could be the owners and the ones responsible for their works. 189 Second, the humans behind the machine (i.e., those involved in the process of developing the AI systems) could be the owners and the ones responsible for works generated by AI systems. 190 Since neither of these perspectives seems applicable and justified to the questions of ownership and accountability, I now turn to addressing these issues under a theoretical justification framework.
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Many intuitively feel that AI systems, sophisticated robots, and machines should not be able to have rights and duties; nor should they hold copyrights. This intuition has its roots in strong theoretical and legal arguments. The following discussion will explain the difficulties of seeing AI systems as totally independent from human control. The discourse concerning the justifications for intellectual property focuses on three main substantive theories: law and economics, which examines intellectual property rules according to their cumulative efficiency and ability to promote total welfare; personality theory, which focuses on the personality of the creators; and Lockean labor theory, which justifies the property interest as the fruits of the creator’s labor. Today, U.S. intellectual property law is based primarily on the law and economics utilitarianism approach and, in part, John Locke’s theory of labor. By contrast, the civil law approach to copyright protection justifies property rights by the importance of the creators’ personality in the works (personality approach), as well as by the ownership of the fruits stemming from the person’s body and soul (Locke’s approach or labor approach).


192. See id. at 4-9 (describing the three major approaches to theoretical justifications to intellectual property laws and arguing that distributive justice theory, although discussed by some scholars, is wrongly considered to be neither a substantial nor a major justification of intellectual property; it is rather seen as an exception or postscript to the mainstream theoretical justifications). See also William Fisher, Theories of Intellectual Property, in NEW ESSAYS IN THE LEGAL AND POLITICAL THEORY OF PROPERTY 168, 169-75 (Stephen R. Munzer ed., 2001) (describing various theories underlying intellectual property); Justin Hughes, The Philosophy of Intellectual Property, 77 GEO. L.J. 287, 288-89 (1988) (discussing the different justifications to intellectual property laws).
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A. Law & Economics

The U.S. system of copyright laws was established to protect original authors and creators by giving them exclusive rights and control over the works they generate. The U.S. Constitution grants Congress the power “To promote the Progress of Science and useful Arts, by securing for limited Times to Authors and Inventors the exclusive Right to their respective Writings and Discoveries.” The main justification for establishing a copyright regime—giving stakeholders property rights, which are broader than the rights established by the contract regime—is based on the theory of law and economics. In short, providing stakeholders property rights promotes the creation of useful art. This, in turn, motivates the creators (or their transferees) to create, expose, develop, and distribute their works, enriching the total welfare of the public. The Copyright Clause, by securing exclusive rights to authors and inventors, aims to “promote the . . . science and the useful Arts.”

This Section will focus on copyright law’s purpose of promoting the creation of artistic works by establishing an incentive structure through which authors are given exclusive control over the copyright works. Often, however, as a result of a special contract or relationship with the author or creator, other entities are entitled to the copyrights as direct transferees of the actual human creator. Unlike humans, AI systems do not need incentives to create artworks. It’s true that programmers need to be incentivized to
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create and develop advanced, automated AI systems, but programmers, or the entities for which they are working, do hold copyrights over the software. Once we understand the nature of incentives, we understand that they are nevertheless needed to (1) promote the development of AI systems’ programming and (2) encourage entities to control the functions of AI systems and to take responsibility for their outcomes. In these cases, ownership might be the most efficient tool for gaining this incentive.

However, we do not need to incentivize robots or AI systems to function. Incentivizing AI systems to generate works they are already internally programed to create is pointless. My argument is rooted in understanding that automated AI systems not only evolve independently after the program has been completed, but also evolve in ways that are unpredictable, even to the human programmers who created them. This conclusion is further drawn from the fact that the connection and similarities that AI systems draw are neither made nor known to the programmers. We can compare this system to human perception via the human brain. The programmers implemented or created the neurons and synapses, but not the electronic messages that will be created in the future and their products. The programmers thus create the systems, but cannot predict the works themselves. Consequently, the creativity of an AI system is not a result of the creativity of the programmers; at the very least, the causal relationship is not close enough to justify ownership (as a tool to incentivize a specific function) in the new works generated by AI machines. The human programmer is only ancillary to the creation of the artworks.
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In addition, and as mentioned above, programmers are already incentivized to make creative AI systems because they receive copyright protection for the program itself. Furthermore, because copyright protection does not exist in a vacuum, it must be balanced against competing rights. It is important that the legal regime incentivizes the right people and entities, and ultimately promotes behavior that will increase total welfare. The legal regime has succeeded if programmers who create AI systems are incentivized to do so either through intellectual property protection or patent protection for the machine, copyright protection for its computer code, or both. But if we understand that these legal tools incentivize the AI system or the programmers to create works of authorship, when they are not in fact doing so, the system is failing because it is inefficient. It should be obvious that machines need no incentive to work. In other words, assuming that machines capable of creating unique art already exist, in all likelihood there would be no need to incentivize the creation of these works. Providing AI systems with wires, electronic devices, Internet connection, and materials should be enough.

If, as the law and economics approach contends, copyright is meant to be an incentive structure, and machines do not need to be incentivized to create, then copyrighting the machines’ works provides no benefit but does hamper the public’s ability to enjoy the work. Thus, giving AI systems rights to the works they create would seemingly operate to take them out of the sphere of copyright altogether. Indeed, the public’s or the end-users’ interest in appreciating and enjoying works of art should be balanced against the private interest in maintaining exclusive, monopolistic control. Since human creators need to be incentivized to create, copyright used to be the optimal state of affairs for both parties because, without it, much fewer works of art would be created for the public
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to enjoy. But in the non-hypothetical future in which machines can create pleasing works of art without limits, I argue that the existing balance would be thrown off. In the case of AI systems, I argue, there wouldn’t be any risk of a lack of artistic creation even if copyright law did not exist to protect such creations. Such a reality could, furthermore, pose an existential threat to the entire copyright regime.

Assuming that many people consume works of authorship for their artistic merit, I argue it is likely that machine-produced works could not serve as a perfect replacement for human-authored works. Instead, the market for human-authored works of art would coexist with a market for works “authored” by machines. Since human artists would still need to be compensated, copyright law would persist, at least until machines capable of imparting deeper meaning to their work were created (if such a thing is indeed possible). In addition to being more likely in the near future, this model is perhaps more palatable to policymakers and the general public.

Thus, denying copyright protection for works of authorship created by machines is unlikely to greatly change the existing system. However, as the world becomes more electronically based and cyber-focused (a trend we can already observe), it won’t take long until machines, using AI systems, can copy any artistic work precisely (including the signature). This will ultimately destroy the
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incentive to produce these works of art, which, in turn, will eventually destroy the copyright regime.221

One possibility is that the AI systems might require electronic licenses, drawn up by electronic agreements,222 to use their products, as well as electronic contracts creating electronic sanctions for breaching the license (e.g., electronically terminating the infringing works).223 However, these methods would not need copyright laws, as the theoretical rights and their enforcement would no longer use the traditional court system.224 Although AI systems might be able to detect infringements easier and in more efficient ways, implementing copyright laws for the purpose of excluding other entities is not the right solution. Doing so would most likely lead to the loss of control and lack of accountability and responsibility that humans have over property and intellectual property rights.225

The thought of machines taking over and nullifying copyright law is not just far-fetched; it would also require a tremendous, uncomfortable shift in the legal landscape. After confronting the challenges posed by advanced technology and AI systems that autonomously generate works, it would be a stretch—even in the existing case of a sophisticated neural network AI capable of learning and creating independently—to imagine an AI system that could understand and use the copyright regime as its incentive. Furthermore, it seems non-feasible that AI systems will be capable in the near future of suing in court for ownership rights.226 I contend that, while preparing and formulating future laws, although theoretically and digitally feasible, it is not likely that AI systems will acquire ownership and sell or give licenses to use their products in the near future. I further claim that even when AI systems will be qualified to possess their own rights and duties, a more theoretically
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justified solution will be to legally impose these rights and duties on other parties as the users.

Instead, I would like to suggest an alternative model that, on the one hand, acknowledges and reflects the perception of the 3A era of automated, autonomous, and advanced AI systems, and, on the other hand, imposes control and accountability on traditional legal entities. This model would consider AI systems as employees (or contractors) that work for the humans or firms that legally operate them. This model is similar to the notion of an “employed creator” under the WMFH doctrine—i.e., an employee who creates new works in the scope of their employment.

The owner of a copyright has the exclusive right and may authorize others to reproduce the work, prepare derivative works based on the work, distribute copies of the work, or show the work publicly. Having those rights also means that the copyright holder has the right to stop others from infringing on those rights. The problem for a non-human, such as an AI system, is that it is unable to enforce those rights. Although it is theoretically feasible, a computer cannot sue another computer in court over the unauthorized copying of its work. Furthermore, a computer is incapable of transferring those rights to others who might be able to sue on its behalf. Even from a public policy perspective, the main purpose of granting copyright protection is to stimulate artistic creation by ensuring that nobody can steal the fruits of an artist’s labor, making it less risky to create original works of authorship. Since computers cannot be “encouraged” to create new works, the usual public policy justifications underlying copyright law are inapplicable.

Some would argue that the WMFH model isn’t any different from a film director and a cameraman taking particular shots. The cameraman is a creative person, but the director will hold the right to the shot. AI systems act similarly to the creative cameraman. In fact, in Goldstein v. California, the Supreme Court interpreted the authorship requirement to include “any physical rendering of the fruits of creative intellectual or aesthetic labor.”227 The Court reasoned that, in most cases, in order for a computer to generate any kind of artistic work, it would require significant input from an author or user.228 Another way to think about it is this: when an artist uses Adobe Illustrator to create a unique graphic design, nobody can deny that the designs were the product of the designer’s creative
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mind. However, creating a song by pressing a button on a random number music generator isn’t going to receive copyright protection on the resulting musical composition. But if the user provides some input that affects the song being generated, such as choosing the instruments, deciding on the key or tempo, or choosing a musical style for the composition, then the final musical composition may be the result of creative input and therefore copyrightable.

The law and economics theory, discussed above, is the dominant justification for copyright protection in Anglo-American law. However, in continental Europe, where copyright protection originated with an eye towards protecting great, independent artists, a different approach prevails, as addressed in the next Section.

B. Personality and Labor Theoretical Justifications

In civil law jurisdictions, the dominant justifications for copyright are the personality and labor Lockean theories. The personality theory posits that copyright protection is a right that accrues to the author in possession, reflection, and development of his personality on the assets. It recognizes and appreciates the author’s accomplishments and the element of his or her personality and individuality that the work contains, rather than simply an incentive to create more. A related justification is the labor theory, which stipulates that copyright protection exists due to the hard work and dedication that authors contribute to their works. Just as AI does not need to be incentivized, AI systems do not have any need for recognition of the works reflecting their personality. Nevertheless, I argue that copyright protection could still accrue to the creators of such machines.

Developing AI systems capable of creating works of authorship is a great accomplishment. Therefore, it may make sense to grant
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programmers the copyrights of works created by AI systems to recognize the magnitude of that accomplishment. Still, and even more strongly than the analysis of the incentive structure endemic to the law and economic theory, we have no other option than to recognize that when a creator is a machine, robot, or AI system, the personality theory and the labor theory are irrelevant. We therefore cannot justify the existence of copyright laws when they are applied to this new reality. Just as we do not need to incentivize programmers to create works of authorship in which they do not have any creative input, we do not need to recognize a programmer for an artistic accomplishment that is not his or her own. Therefore, there is little support for granting copyright protection to human programmers for the works of their AI systems under this theory either. However, when addressing the Work Made for Hire doctrine, we can rely partially on the labor approach to the investment of the firm in the works produced by the AI systems.

IV. THE MODEL OF AI—WORK MADE FOR HIRE (WMFH)

One major motivation for the proposed model is to unveil the clandestine interests behind the phenomenon of AI systems. Following Professor Jack Balkin, who has explored the “laws of robotics” and the legal and policy principles that should govern how human beings use robots, algorithms, and AI systems,236 I claim that we should view AI systems as working for the users, and hence the users should bear accountability for the systems’ production, in addition to the benefits thereof. Balkin argues that there exists a false belief of a little person inside each robot or program who has either good or bad intentions.237 According to Balkin, the substitution effect refers to the multiple effects on social power and social relations that arise from the fact that robots, AI systems, and algorithms act as substitutes for human beings and operate as
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special-purpose people. For Balkin, the most important issues in the laws of robotics require an understanding of how human beings exercise power over other human beings mediated through new technologies. The “three laws of robotics” should therefore be laws directed at human beings and human organizations, not at the robots or AI systems. According to Professor Balkin, those basic laws that regulate and control robots and AI systems include the following: (1) operators of robots, algorithms, and AI systems are information fiduciaries who have special duties of good faith and fair dealing toward their end-users, clients, and customers; (2) privately owned businesses who are not information fiduciaries nevertheless have duties toward the general public. I further argue that identifying the many players behind AI systems is the key factor for imposing accountability for the works generated by AI systems. Following Balkin’s argument, I propose a new model that might delegitimize the use of new technologies as a means for both public and private organizations to govern large populations. In order to unveil these hidden powers, I propose a model that sees AI systems as independent workers or employees of the users.

A. Rethinking the WMFH Legal Doctrine in the Case of AI Systems

The WMFH doctrine gives employers, or the individual commissioning the work, the copyright in works of authorship created by the employees or subcontractors. The WMFH rule is thus an exception to the general principle of copyright ownership. Usually, the copyright becomes the property of the author once the creation meets the demands of the law. However, if a work is made
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242. § 102 (“Subject Matter of Copyright (a) Copyright protection subsists, in accordance with this title, in original works of authorship fixed in any tangible medium of expression, now known or later developed, from which they can be perceived, reproduced, or otherwise communicated, either directly or with the aid of a machine or device. Works of authorship include the following categories: (1)
for hire, the employer or the one who commissioned the work would be considered the author, even if an employee or subcontractor actually created the work. The employer could be a firm, an organization, or an individual.243

Section 101 of the Copyright Act defines a “work made for hire” in two parts:

(1) a work prepared by an employee within the scope of his or her employment; or

(2) a work specially ordered or commissioned for use as a contribution to a collective work, as a part of a motion picture or other audiovisual work, as a translation, as a supplementary work, as a compilation, as an instructional text, as a test, as answer material for a test, or as an atlas, if the parties expressly agree in a written instrument signed by them that the work shall be considered a work made for hire.244

This section should be read together with Section 201 of the same Act:

(a) Initial Ownership.

Copyright in a work protected under this title vests initially in the author or authors of the work. The authors of a joint work are coowners of copyright in the work.

(b) Works Made for Hire.

In the case of a work made for hire, the employer or other person for whom the work was prepared is considered the author for purposes of this title, and, unless the parties have expressly agreed otherwise in a written instrument signed by them, owns all of the rights comprised in the copyright.245

The Supreme Court’s decision in Community for Creative Non-Violence v. Reed addressed the “work made for hire” definition.246
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“The Court held that one must first ascertain whether a work was prepared by an employee or an independent contractor.”247 “If an employee created the work . . . the work will generally be considered a work made for hire.”248 In this context, however, the term employee differs from its common understanding.249 “For copyright purposes, ‘employee’ means an employee under the general common law of agency.”250 “An independent contractor,” on the other hand, “is someone who is not an employee under the general common law of agency.”251 “If an independent contractor created the work, and the work was specially ordered or commissioned,” the second part of the WMFH definition applies.252 “A work created by an independent contractor can be a work made for hire only if (a) it falls within one of the nine categories of works listed . . . above, and (b) there is a written agreement between the parties specifying that the work is a work made for hire.”253

To help determine who is an employee, the Court identified factors that establish an “employer–employee” relationship, as defined by agency law.254 The factors fall into three broad categories:

1. control by the employer over the work (i.e., the employer determines how the work is done, has the work done at the employer’s location, and provides the . . . means to create the work); 2. control by the employer over the employee (i.e., the employer controls the employee’s [time] in creating the work, has the right to have the employee perform other assignments . . . or has the right to hire the employee’s assistants); and 3. status and conduct of the employer (i.e., the employer is in business to produce such works [or] provides the employee with benefits).255

“These factors are not exhaustive[,] [and] [t]he Court left unclear which of these factors must be present in order to establish the employment relationship under the work-for-hire definition.”256
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Examples of works made in an [employer–employee] relationship include: [a] software program created by a staff programmer within the scope of his or her duties at a software firm[;] [a] newspaper article written by a staff journalist for publication in the newspaper that employs the journalist . . . [;] [a] musical arrangement written for a music company by a salaried arranger on the company’s staff[;] [and] [a] sound recording created by the salaried staff engineers of a record company.257

Why it is important to identify WMFH? There are important consequences that stem from the WMFH doctrine, including that the term and duration of copyright protection differ, there are no moral rights, and the termination provisions of the law do not apply.258

B. WMFH and Works Generated by AI Systems

This doctrine is an important and major exception to the general rule that copyright protection properly rests with the one or the many who actually created the work.259 It is therefore important for cases of AI systems generating works.260 The Copyright Act named the employer and main contractor as the authors of the work even though they have not actually created the work.261 The policy rationale for this doctrine is to incentivize the employer or primary contractor at whose instance, direction, use, commercial purposes or risk the work is prepared, as well as to give them control over the commercial force regarding the work.262 The idea and the outcome is that the employer or primary contractor, rather than the creator (who is an employee or sub-contractor), has the responsibility for and the accountability over the actions of the creator in regards to, inter alia,
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infringements of the law and harm caused by the work.263 This rule may be altered or changed by a contract among the relevant parties.

I claim that this doctrine seems to fit well conceptually with the problem of works created by AI systems. Although the AI system itself would be the proximate creator of the work, others, such as the user of the AI system at whose instance the work is ultimately created, will be entitled to ownership as well as accountability in regard to the works. But in the case of AI systems, who is the employer or main contractor? The answer may be complicated and may vary according to different circumstances. In many cases, it will be the user that operates and provides directions to the machine in the form of instructing it what to paint, write about, etc. The answer may also be the user that takes the financial risk of buying or hiring the machine and supplying it with energy and materials in the hope of producing a marketable final product. From a policy and practical standpoint, it makes sense to incentivize people or firms as well as other entities to use creative AI systems to create works of authorship because doing so will most efficiently promote the proliferation of the devices and the works they produce.264

The justification for giving the entitlement of ownership to economic entities is rooted in the incentive theory as well.265 This legally sanctioned monopoly allows the users to use, sell, or distribute the works more efficiently, as well as to be accountable for avoiding infringements and counterfeits.266 The latter is perhaps a better argument for giving copyright protection in the works of advanced, autonomous AI systems to their users. To avoid AI systems getting out of control, we have to legally nominate the most efficient entity to control them. The incentive for imposing property accountability on the users as employers or main contractors and seeing AI systems as employees or subcontractors is not just intuitive, it is also justified by theoretical and practical reasoning. The user can also be the owner of the AI system when the owner is the more efficient entity for controlling these works.
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This model also solves the inherent problem of multiple players being involved in the development of AI systems. The tragedy of multiple stakeholders is that they can block the development and commercial use of the AI system. Moreover, the model would encourage further investment in the AI industry and likely promote science and technology, thus promoting the goals of the Constitution and promoting total welfare. With respect to AI systems, the innovation provided by this model does not just grant rights and benefits, such as ownership of the products, it also imposes responsibility and thus assists in solving the problem of the lack of accountability for the outcomes of AI systems. This mechanism might also contribute to the responsibility and accountability for the use of AI systems in other regimes, such as criminal law and tort law. One could argue that these fields are based on a different justification and, therefore, are not influenced by the copyright regime. However, I claim that, because AI systems are copyrightable based on their software, it may be justified and useful to implement this model within the intellectual property realm as it intersects with other legal fields, such as tort and criminal law, that address the same challenges, including lack of accountability for damages generated by autonomous car accidents caused by AI systems.

Under this model, we see the AI systems as creative employees or subcontractors (just like humans) working for these entities. The model works for both firms and humans: The autonomous AI system, just like WMFH-employed creators, is the creative author of a work. When an AI system acts autonomously, it can be compared to an independent contractor and thus be shielded under WMFH doctrine.

C. The Legal Implications of the AI WMFH Model

Who owns the copyright in regard to the works generated by an AI system? Who is responsible for any damage the works may cause? Who would be the most efficient player in distributing and selling the works? Take, for example, The Next Rembrandt project. Unlike a traditional computer program, The Next Rembrandt project had teams of people working for several years to bring it to the public. What happens to those individuals? Do all of the people involved with the project have copyright ownership of its artworks?

Are they all, or perhaps only some of them, entitled to joint copyright ownership? Trying to determine the scope of ownership amongst the team members would be extremely difficult. In fact, this multi-stakeholders challenge was one of the practical and theoretical issues that led to the original WMFH doctrine.

On some level, the AI WMFH doctrine can solve this problem. It holds that the person or entity that orders or initiates the work is entitled to the copyright, instead of the authors themselves. Based on this theory, before the AI system was generated, the employer or the main contractor may be entitled to all of the rights. However, does this mean that the employer or the main contractor, under certain circumstances, is also entitled to the right over the paintings generated by the AI system? If this were the case, for example, the entity that operates The Next Rembrandt project, ING, would receive the full copyright over the paintings being generated by the system, as soon as certain legal requirements were met. Thus, it is possible that there is a copyright in The Next Rembrandt and that the copyright is held by ING. Copyright protection is only important if ING wants to enforce it, and applying the WMFH doctrine in a case like this would have some drawbacks.

D. The Drawbacks of Adopting the WMFH Model in Cases of AI Systems

Many questions arise in implementing the existing WMFH doctrine. Are the works generated by AI systems copyrightable in the first place? If these works are not copyrightable, can the employer hold copyright through the WMFH doctrine? What happens if the works generated by AI systems are not included in the nine-item list
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268. The requirements being: (1) A written agreement signed by both parties (2) that specifically states that the work is a “work-made-for-hire” and (3) the work must be one of these nine types: a contribution to a collective work, part of a motion picture or other audiovisual work; a translation; a supplementary work; a compilation; an instructional text; a test; material for a test; or an atlas. Generally, in order for the WMFH doctrine to apply when many individuals are involved in producing a work, the entity entitled to copyright ownership must sign a contract with each team member attesting that each team member’s contribution is a work made for hire. The type of work must also be included in the list of products covered by the WMFH doctrine. An argument could be made that The Next Rembrandt might fall under the category of “compilation,” or perhaps a “contribution to a collective work.” Additionally, it is very likely that ING, with potential copyright claims to the work, had to affirmatively relinquish any claims prior to starting work on the project.
of the copyright law? What happens when autonomous AI systems create a work outside the scope of “employment”? What would be the legal outcome in another jurisdiction, such as France, where the creative employees retain the rights themselves? What would be the outcome when the AI system generates products or actions that are not copyrightable?

The Supreme Court has suggested that the WMFH doctrine is very limited in scope—namely, it applies only to instances where Congress has expressed a clear and explicit intent to override section 102. Therefore, implementing the doctrine would require new legislation with a broader scope of the matters and the rights involved. By comparison, denying copyright to works produced by advanced AI systems would probably require judicial clarification, as such a result is theoretically compatible with the current legal framework.

Furthermore, the AI context is less germane to the Work Made for Hire analysis than a corporation, like a publishing company or record label. When addressing the works produced by AI systems, there are no human creators behind such production. The employed creators produce the protected works within the scope of their employment. These employees work for the employer mainly for the purpose of creating a work, with major contributions, guidelines, and involvement from the employer. The policy rationale for giving rights to these types of corporations is to justify the (often large) upfront costs entailed in developing artistic talent and slowly producing a work while balancing the needs of the artist with the needs of the corporation’s marketing strategy. However, the costs accruing to a user of creative AI would be much lower. For example, while a record company needs to scout and find talent, create a “brand” strategy for a musical act, allow the artist or artists to write and record music over several months, operate a music studio, and employ sound engineers to bring everything together in a
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finished song, the user of the kind of AI system discussed in this Article needs only buy the machine and supply it with materials. The machine can then create works non-stop, without needing to be compensated. Because the costs of undertaking the activity are relatively low, it may not make sense to create a new legal framework just to incentivize owners of creative AI systems. Therefore, some academics and practitioners argue that it might make more sense to adopt the personhood and rights of AI systems even if the “price” is simply refusing copyright protection.273 However, the model that I propose is broader than the WMFH doctrine and establishes a spectrum that might include all works produced by AI systems.

E. The Advantages of the Proposed AI WMFH Model

In this model, users are understood to be the owners of works generated by AI systems. As such, they are also considered to be responsible for such works. In this section, I discuss several benefits of this model, especially when compared to the alternatives.

First, the model reflects an understanding of the human-like features of AI systems, instead of ignoring them as current legal regimes do when they look for the human behind the system. The model refers to an AI system as both creative and independent and imposes the same set of rules and principles that regulate creative works produced by humans acting as self-contractors or during employment by others.

Second, the model is justified by the law and economics theory, which incentivizes the efficient use of the creative, autonomous AI systems and enhances the commercial force of the works generated by them.

Third, and most importantly, instead of implementing scenario A or B, which would hold programmers and other players to be the owners of the AI systems and entrust them with responsibility for the works generated, this model solves the accountability gap. The AI WMFH model is the best solution for the problem posed by the accountability gap because it places responsibility on the users as employers or main contractors of the AI systems. Seeing AI systems
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as employed creators or independent contractors allows the legal system to control AI systems’ outcomes.

Fourth, instead of totally nullifying copyright laws as irrelevant and outdated, the AI WMFH model amends and accommodates parts of the existing doctrine. As a result, it better maintains legal and social stability.

Fifth, imposing accountability on users will encourage the careful operation of AI systems to avoid damages, infringements, and counterfeiting of third parties’ rights. The model identifies ownership as the main benefit of accountability. In this way, the model ensures the AI systems do not get out of control.

The users can be firms, individuals, states, governmental bodies, and more. The model is flexible. The accountability can be changed according to the specific circumstances. For example, damages caused by AI systems and actions or omissions of AI systems can be causally linked to other stockholders.

Implementing the AI WMFH model will require new legislation or adjusting the traditional laws, as current copyright laws are insufficient to deal with the advanced technology revolution. The model requires a fundamentally new component: recognition that works generated by AI systems are copyrightable even though they are not created by humans.

The United States is not the only nation to have considered the effects that AI will have on copyright laws. Whereas U.S. law has faced some impediments towards establishing copyright protection for works created by AI, other countries have already taken preemptive steps towards clarifying this issue. For example, the United Kingdom took a stance with its 1988 Copyright, Designs, and Patent Act. The Act declares that human authorship is irrelevant to whether a work is copyrightable and that copyright in a work not authored by a human lies with the person who is responsible for the computer’s creation. Around the same time, the European Community considered the issue and applied an approach similar to CONTU’s. According to the European Community, since computers

274. Robert C. Bird & Lucille M. Ponte, Protecting Moral Rights in the United States and the United Kingdom: Challenges and Opportunities Under the U.K.’s New Performances Regulations, 24 B.U. INT’L L.J. 213, 238 (2006); Miller, supra note 54, at 1052 (arguing that existing case law contains no persuasive objection to extending copyright protection to works created without a human author and that such an extension would fulfill the constitutional imperative of promoting progress in these areas).
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are currently the tool of human authors, the default approach to
computer-generated works is to apply copyright protection.\footnote{276} Although Europe had the added, thorny issue of moral rights, the
result was ultimately the same as that adopted in the United States.\footnote{277} Recently, the European approach has shifted more toward
recognizing robots and AI systems as autonomous entities. One of
the best examples of this approach is the draft proposal to impose tax
payments on robots.\footnote{278} The World Intellectual Property Organization (WIPO) also discussed works produced by AI systems during the
drafting of a proposed model copyright law and ultimately adopted a
similar position as the European Community.\footnote{279} More recently,
Australian law has considered this issue in the context of deciding
whether or not a copyrightable work must have a human author.\footnote{280} Several Australian judgments seem to indicate that human authorship
is required.\footnote{281}

V. U.S. COPYRIGHT LAW IS UNPREPARED TO DEAL WITH AI
SYSTEMS

A. Humans vs. AI Systems as Creators

The most significant hurdle to obtaining copyright control and
accountability for a work generated by an AI system is the principle
of human authorship.\footnote{282} It is not clear whether the U.S. Copyright
Act itself explicitly requires the author of a creative work to be a human. However, the U.S. Copyright Office, by publishing “The Compendium II of Copyright Practices,” has gone beyond the statutory text to require that an author be human in order for the work to be eligible for copyright protection. Although the Compendium is an internal document without the force of law, it reveals the attitudes of the Copyright Office and presents a significant hurdle for humans seeking to claim copyright protection in works not directly authored by them.

Consequently, integrating works produced by AI into the copyright regime will require at least the disturbance of settled Copyright Office practice. One must also determine whether that is the only hurdle that exists. For example, proponents of giving copyright protection to human users of AI-artists might look to Urantia Foundation v. Maaherra for support. In this Ninth Circuit case regarding the copyright of a holy text supposedly authored by “celestial beings,” the court mentioned, in dicta, that the Copyright Act does not explicitly “require human authorship.” However, the case can also be interpreted as lending support for the idea that the statute really does not protect works authored by non-humans. For instance, the court muses, again in dicta, that “it is not creations of divine beings that the copyright laws were intended to protect.” Furthermore, the court required that “some element of human creativity must have occurred in order for the Book to be copyrightable.” In that case, the court determined that the requisite instance of human creativity was the compilation of the beings’ diverse revelations into a single volume.

The works of current-generation AI systems, like e-David, are probably copyrightable because there is a connection between the creative elements and the users, such as the feedback supplied by
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human trainers or the programming of a desired goal. But works created by totally autonomous AI systems, like an advanced neural network, probably do not meet the Maaherra standard, unless the human in question were to somehow alter the works, such as by compiling them together. Although that might be a sufficient remedy for owners of creative AIs, it does not foreclose the possibility that a single work, taken as it is, will not be copyrightable. To avoid this outcome, I suggest the adoption of the WMFH doctrine for AI systems, which considers the system to be the creative employee or creative independent contractor, thus entitling the rights to another entity to be responsible for the outcomes of the AI system.

B. Eligibility for Copyright Matters

Before determining the place artworks created by AI systems should have in our copyright laws, it is important to explore what place they presently occupy. Ultimately, all copyright protection in the United States is derived from, or at least related to, the Copyright Clause of the Constitution. The Copyright Act, which is Congress’ implementation of that constitutional grant of power, provides that “[c]opyright protection subsists, in accordance with this title, in original works of authorship fixed in any tangible medium of expression.” The Supreme Court’s formulation is that “[t]o qualify for copyright protection, a work must be original to the author” and possess “at least some minimal degree of creativity.”

The creator of a traditional work of art receives copyright protection automatically, as soon as the work is “put to paper.” New systems, like The Next Rembrandt, do not have a single artist. In such instances, the work itself was created by a digital,
rather than a human, creator. 296 Can the computer or the computer’s owner assert a copyright?

To answer this question, one must apply the rules laid out in the Copyright Act. One must first determine whether computer-generated art fulfills the basic requirements necessary to receive copyright protection. 297 Copyright protection is currently available for (1) an original work of authorship, (2) fixed in a tangible medium, (3) that has a minimal amount of creativity. 298 If a work does not meet all three of these requirements, then it is not copyrightable subject matter. 299

1. Originality

An original work is one that is new or novel, and not a reproduction, clone, forgery, or derivative work. 300 An original work stands out because it was not copied from the work of others. 301 In another article, I have discussed the requirement of originality for works generated by AI systems. 302 In that piece, I concluded that the formal approach to originality is preferred to the subjective approach and is applicable to works generated by AI systems. 303 For example, at first glance, some may think that a work produced by The Next Rembrandt is an original Rembrandt. However, the AI system generated a new painting without copying any existing work even though it did copy the style of the original painter. 304 Thus, as a unique image, it is likely that a work produced by The Next Rembrandt is an original work.
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2. Fixed in a Tangible Medium

The second requirement for copyright protection is the notion that an artwork must be “fixed in a tangible medium.” This means that the artwork must be more than just an idea in someone’s head.

To be copyrightable, the work must have a tangible physical representation. Ideas are thus not copyrightable: only the execution or expression of those ideas are copyrightable, which usually occurs once words are written on a page, paint is placed on a canvas, doodles drawn on a napkin, or even an image captured by the digital sensor of a camera or copied to a disk or cloud drive.

In this case, the work produced by The Next Rembrandt is a physical painting, which is clearly a tangible medium, and thus it satisfies the second requirement.

3. Creativity

Even if a human inventor or user is not foreclosed from copyright ownership in the product of a creative AI system simply because the author is not human, there is still another hurdle to jump. The Supreme Court has ruled that, in order for copyright to apply to a work, there must be “at least some minimal degree of creativity” involved. Conceptually, we have to ask if the “creativity” of an AI system is really what the Supreme Court meant was required. It is widely recognized that the standard of creativity is extremely low.

In Alfred Bell & Co. v. Catalda Fine Arts, Inc., the Second Circuit held that “[a] copyist’s bad eyesight or defective musculature, or a shock caused by a clap of thunder, may yield sufficiently distinguishable variations.” In the famous case of Feist Publications Inc. v. Rural Telephone Service Co., the Supreme Court made it clear that, although the standard of creativity is low, it is not
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non-existent. In that case, the Court found that a telephone directory was not copyrightable because it was nothing more than a compendium of facts, arranged in a commonsense way that revealed no creative input on the part of the creators. On cursory inspection, Feist may not appear to square directly with Catalda. If Catalda stands for the proposition that anything, no matter how miniscule or inadvertent, that sets something apart from other works can supply the requisite creativity, Feist seems to say that something more is required. Although the phonebook was not identical to any other existing work, it was still not subject to copyright protection due to a lack of creativity.

Indeed, much critical scholarship has been devoted to the proposition that Feist strengthened the creativity requirement. Prior to Feist, the copyright standards appeared to require little more than independent effort, and almost certainly did not require creativity. Those scholars posit that Feist is a reformulation, and almost certainly a tightening, of copyright restrictions. Indeed, Congress had earlier stated that the “standard of originality does not include requirements of novelty, ingenuity, or esthetic [sic] merit, and there is no intention to enlarge the standard of copyright protection to require them.” Furthermore, the Register of Copyrights had been forced to abandon a standard that included a requirement that copyrightable works “must represent an appreciable amount of creative authorship.” But the Feist Court nevertheless held that their dual formulation of creativity and originality was constitutionally mandated. So, if creativity is logically distinct
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from originality, then the mere fact that an AI system’s works may be different from any that came before them will not be enough to secure copyright protection, either for the machine itself or for the owner of it. 319 A court would have to determine that some creativity was involved in order for copyright to attach. 320

It is difficult to pinpoint where exactly the element of creativity lies within a work created by a machine. It is a somewhat easier question with quasi-AI systems, like e-David, since the creators of such systems need to directly program all of the machine’s “creative” faculties. But with a hypothetical “learning” AI system, like a neural network, any creative output would be the result of a complex series of weights and calculations that human programmers can neither create nor understand. While it is obvious that such works can be “original,” in that they would not be identical to any other works, it is uncertain whether the creativity requirement adds anything more to the analysis. It may be that the process by which an AI system creates an original work is not “creativity,” which, as a term, has not been thoroughly explained by the Court. It may be that the distinction the Court made in Feist is little more than an attempt to prevent copyright from keeping compilations of plain facts out of public dissemination simply because they are not exactly the same as any other compilation. 321 But it may just as well be the case that the creativity standard the Court articulated in Feist requires that innate, hard-to-define aesthetic sensibility that is, particular to living creatures. Such a definition of creativity presupposes an understanding of the concepts that are the subjects of a work. Even with advanced neural networks, it is difficult to foresee that such an understanding within AI systems would be possible anytime soon. Even if a machine could create a unique rendering of a subject, it is very unlikely that AI system would understand what that subject is. It thus lacks the type of internal comprehension that is generally reflected in the works of a human artist when they try to represent something more than the words on the page or the paint on the canvas.

The conclusion is that advanced technology systems, such as AI, which are capable of creating independent, creative, and original works, render the existing copyright regime unworkable. I have grounded the claim by discussing a few basic institutions within

319. See Abrams, supra note 314, at 42.
320. See id.
321. See id. at 44.
copyright discourse that cannot be applied in the same way to machines as they can to humans. Based on this discussion, I have concluded that current U.S. legal doctrine on the subject of copyright for the works of AI is anything but clear. I have argued that there is no settled law on the matter. Further support for the notion that copyright should not subsist in works created by AI systems derives from the analysis of the goals of copyright law and the way in which the theoretical justifications for copyright protection interact with works created by AI systems. Therefore, I support amending the copyright laws and adding the tenth missing category—namely, the WMFH model that sees AI systems as independent contractors or employees and thus imposes ownership and accountability in regard to the works on the human users of such machines.

**CONCLUSION**

As the pace of digital advanced technology continues to accelerate and computers begin to achieve digital tools that I formerly thought impossible, many fields are beginning to feel pressure. For example, in the auto industry, once one of America’s largest employers of factory workers, advanced robots are replacing humans in more and more aspects of the production process. These economic pressures are well known, but few have considered what the effects of advanced computers may be on the arts. Creativity, at least at the level necessary to produce works of authorship, is considered to be a uniquely human attribute. But, more and more, that presumption is being put to the test. Advanced AI systems like the robot, Ava, in the movie Ex Machina are already challenging our preconceived notions about the creative process itself. And this is just the beginning. So far, copyright law exists as long as there is still a human, or a team of humans, behind the art that these computers produce. However, the reality has entirely changed as AI systems have become able to create independently.

The technology has continued its forward march. Already, computer scientists have conceived of a machine capable of learning on its own and creating a work of authorship without a human supplying all the creativity. Consequently, copyright law needs to be changed or re-evaluated in order to determine how laws should address these AI systems, the products they produce, and the challenges they pose for the existing copyright regime. Policymakers have to create new moral boundaries for these systems in order to
avoid harm by imposing control of, and accountability for, AI-generated works on recognized legal entities.322

The moment we understand how AI systems work, we realize that copyright laws are unprepared and irrelevant for AI systems. AI systems simply do not fit into the existing framework. In the United States and Europe, the traditional solution has been to look for the human behind the creative process, even when he or she does not exist, but this solution is untenable in the long run.

United States law does not speak on this subject directly. But certain legal doctrines exist that may act as impediments to granting copyright protection to works authored by machines. Therefore, it seems unlikely that the programmer, as one who has the rights to the AI system but is removed from the creative process of the independent, unpredictable AI system, will be responsible for the works generated by the system. Furthermore, it is unlikely that a work authored independently by a machine could be granted copyright protection for itself, as such a result would leave humans out of control and betray the justification on which the entire copyright regime is based. It is still possible to change the legal framework to accommodate these works, such as by implementing a new AI WMFH model, as I have proposed. This model can solve the accountability gap in regard to copyright law and even beyond the intellectual property arena.